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#### Abstract

We consider noncooperative energy-efficient resource allocation in the interference channel. Energy-efficiency is achieved when each system pays a price proportional to its allocated transmit power. In noncooperative game-theoretic notation, the power allocation chosen by the systems corresponds to the Nash equilibrium. We study the existence and characterize the uniqueness of this equilibrium. Afterwards, pricing to achieve energy-efficiency is examined. We introduce an arbitrator who determines the prices that satisfy minimum QoS requirements and minimize total power consumption. This energy-efficient assignment problem is formulated and solved. Simulation results on energy-efficiency are then given where we compare our setting to the one without pricing. It is observed that pricing in this distributed setting achieves higher energy-efficiency in different interference regimes.


## I. Introduction

Power management and energy-efficient communication is an important topic in future mobile communications and computing systems. Currently, $0.14 \%$ of the carbon emissions are contributed by the mobile telecommunications industry [1]. In order to improve the situation, we study new algorithms at physical and multiple access layers. This includes resource allocation and power allocation. A common mobile communication scenario is where several communication system pairs utilize the same frequencies and are within interference range from one another. This setting is modeled by the interference channel (IFC). The transmit-receiver pairs could belong to different operators and these are not necessarily connected. Therefore, noncooperative operation of the systems is assumed.

In a noncooperative scenario without pricing, systems transmit at highest possible powers to maximize their data rates. Transmitting at high powers however is detrimental to other users, because it induces interference which reduces their data rates. In such settings, spectrum sharing might lead to suboptimal operating points or equilibria [2]. The case of distributed resource allocation and the conflicts in noncooperative spectrum sharing are best analyzed using noncooperative game theory (e.g. for CDMA uplink in [3] and usage of auction mechanisms in [4]). An overview of power control using game theory is presented in [5]. Moreover, analysis of
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noncooperative and cooperative settings using game theory are performed in [6].

Studies have shown that the point of equilibrium in a noncooperative game is inefficient but can be improved by introducing a linear pricing [7]. Linear pricing means that each system has to pay an amount proportional to the power it uses to transmit. It is observed that this encourages transmission at lower powers, which reduces the amount of interference and at the same time leads to a Pareto improvement in the users' payoffs. Pricing in multiple-access channels has also been investigated with respect to energy-efficiency in [8].
In [9] the energy-efficiency of point-to-point communication systems is improved by sophisticated adaptation strategies. A coding theoretic approach is proposed in [10] where "green codes" for energy-efficient short-range communications are developed. Recent proposals define a utility function which incorporates the cost of transmission, e.g., the price of spending power is considered in a binary variable in [11] and as an inverse factor in [12].
A similar utility function as in this paper is proposed in [13] for single-antenna systems and used to characterize the Nash equilibrium for the noncooperative power control game. Later in [14], the approach is extended to multiple antenna channels in a related noncooperative game-theoretic setting. In [15], distributed pricing is introduced for power control and beamforming design to improve sum rate.

Different from previous works, we apply linear pricing to improve the energy-efficiency of an IFC with noncooperative selfish links to enable distributed implementation. Our objectives also include global stability and fairness. Instead of proving the uniqueness of the Nash Equilibrium (NE), as in [3], we derive a set of prices in which the uniqueness is guaranteed, which is then utilized as a constraint in the optimization problem. The contribution is the derivation of the optimal pricing for transmit power minimization under minimum utility requirements and spectrum sharing constraints.
This paper is organized as follows. In Section II, the system, channel and the game models are presented. The game described is then studied in Section III. Based on uniqueness analysis of the Nash equilibrium, we formulate and solve the energy-efficient optimization problem with minimum utility requirements constraint in Section IV. In Section V, simulations comparing the setting with and without pricing are presented. Section VI concludes this paper.

## II. Preliminaries

## A. System Model

Two wireless links communicate on the same frequency band at the same time. Transmitter $T_{i}$ intends to transmit its signal to its corresponding receiver $R_{i}, i \in\{1,2\}$. On simultaneous transmission, each receiver receives a superposition of the signals transmitted from both transmitters. Assuming single-user decoding, the interfering signal is treated as additive noise. This system model can be extended to multiple system pairs. For convenience, we focus our analysis on two pairs.

The described competing links belong to different operators or wireless service providers. We assume that there exists an entity which can control the operators indirectly by rules or by changing their utility functions. We could think of this entity as a national or international regulatory body. In contrast to common long term regulation, the utility function here changes on a smaller time-scale. In section II-C, the role of the arbitrator which represents this authority is discussed.

## B. Channel Model

We consider a quasi-static block-flat fading IFC in standard form [16]. The direct channel coefficients are unity. The cross channel coefficients (CCC), which are the squared amplitudes of the channel gains, from $T_{i}$ to $R_{j}$ are denoted as $\alpha_{i j}$. The noise at the receivers is independent additive white Gaussian with variance $\sigma^{2}$. The inverse noise power is denoted by $\rho$, i.e. $\rho=1 / \sigma^{2}$. The transmitters and receivers are assumed to have perfect channel state information (CSI). The maximum achievable rate at receiver $R_{1}$, analogously $R_{2}$, is written as

$$
\begin{equation*}
R_{1}\left(p_{1}, p_{2}\right)=\log _{2}\left(1+\frac{\rho p_{1}}{1+\rho \alpha_{21} p_{2}}\right) \tag{1}
\end{equation*}
$$

where $p_{i}, i \in\{1,2\}$, is the transmit power of $T_{i}$. We assume no power constraint on the transmitters, i.e. $p_{i} \in \mathbb{R}^{+}$. It is shown later that the maximum power that would be utilized is nevertheless bounded due to a pricing factor.

## C. Game Model

A game in strategic form consists of a set of players, a set of strategies that each player chooses from, and the payoffs which each player receives on application of a certain strategy profile. The players of our game are the communication links and are denoted by the corresponding subscript. The pure strategy of each player $i, i \in\{1,2\}$, is the transmission power $p_{i}$. The corresponding payoff is expressed in the utility function

$$
\begin{equation*}
u_{i}\left(p_{1}, p_{2}\right)=R_{i}\left(p_{1}, p_{2}\right)-\mu_{i} p_{i}, \quad i=1,2 \tag{2}
\end{equation*}
$$

where $R_{i}\left(p_{1}, p_{2}\right)$ is given in (1) and $\mu_{i}>0$ is the power price for player $i$. The second term in (2) is a pricing term, which linearly reduces the utility. This means that a payment is demanded from the player for the amount of power used. Without pricing, each user would use as much power as possible to transmit his signal [17]. The game is written as $G=\left(\{1,2\},\left(\mathbb{R}^{+}, \mathbb{R}^{+}\right),\left\{u_{1}, u_{2}\right\}\right)$.We assume all players are rational and individually choose their strategies to maximize
their utilities. The game is assumed to be static, which means that each player decides for one strategy once and for all. The outcome of this game is a Nash equilibrium (NE). A NE is a strategy profile $\left(p_{1}^{\mathrm{NE}}, p_{2}^{\mathrm{NE}}\right)$ in which no player can unilaterally increase his payoff by deviating from his NE strategy, i.e. for player $1, u_{1}\left(p_{1}^{\mathrm{NE}}, p_{2}^{\mathrm{NE}}\right) \geq u_{1}\left(p_{1}, p_{2}^{\mathrm{NE}}\right)$ for all $p_{1} \in \mathbb{R}^{+}$, and similarly for player 2 .

The best response, $b r_{i}$, of a player $i$ is the strategy or set of strategies that maximize his utility function for a given strategy of the other player. Since the player's utility function is concave in his own strategy, the best response is unique and given as the solution of the first derivative being zero. The best response for player 1 is written as

$$
\begin{equation*}
b r_{1}\left(p_{2}\right)=\left(\frac{1}{\mu_{1}}-\frac{1}{\rho}-\alpha_{21} p_{2}\right)^{+}, \quad p_{2} \in \mathbb{R}^{+} \tag{3}
\end{equation*}
$$

where $(x)^{+}$denotes $\max (x, 0)$. The The highest power a transmitter $T_{i}$ may allocate is given as $p_{i}^{\max }=b r_{i}(0)=$ $\left(\frac{1}{\mu_{i}}-\frac{1}{\rho}\right)^{+}$, which is achieved when $p_{j}=0$ for $j \neq i$. Thus, the strategy region of player $i$ could be confined to $\left[0, p_{i}^{\max }\right]$.
The authority that can control the elements of the game is assumed to determine the power prices, $\mu_{1}$ and $\mu_{2}$. In game-theoretic notation, this entity is called the arbitrator [18]. The arbitrator is not a player in the game, and chooses the equilibrium that meets certain criteria. In our case these criteria would be fairness, energy-efficiency and minimum utility requirements. We assume that the arbitrator also has complete game information.

## III. Noncooperative Game

In this section we study the game described in Section II-C. This is done by investigating the existence of pure strategy NEs and characterizing the conditions for uniqueness.

## A. Existence of Nash Equilibrium

There exists a pure strategy NE in a game if the following two conditions are satisfied [19]. First, the strategy spaces of the players should be nonempty compact convex subsets of an Euclidean space. Second, the utility functions of the players should be continuous in the strategies of all players and quasiconcave in the strategy of the corresponding player.
The first condition is satisfied in our game because the strategy space of player $i$ is $\left[0, p_{i}^{\max }\right] \subset \mathbb{R}$. The second condition is satisfied for the following reasons. First, it is obvious that the utility functions are continuous in the players' strategies. Second, knowing that all concave functions are quasi-concave functions [20], we can prove the concavity of our utility function with respect to the corresponding player's strategy by showing that $\frac{\partial^{2} u_{i}\left(p_{1}, p_{2}\right)}{\partial p_{i}^{2}}<0$. Next, we analyze the number of NEs that exist and state the related conditions.

## B. Uniqueness of Nash Equilibrium

In this section, we study the conditions that lead to a unique NE. Considering only the case where simultaneous utilization of the spectrum is made, we prove that the best response dynamics there globally converge. Under these conditions, the
noncooperative systems are guaranteed to operate in the NE if they iteratively apply their best response strategies.

Proposition 1: There exists a unique NE if and only if the following condition is satisfied

$$
\begin{array}{r}
\quad\left[\alpha_{12}<\frac{\mu_{1}\left(\rho-\mu_{2}\right)}{\mu_{2}\left(\rho-\mu_{1}\right)}\right] \\
\text { or }\left[\alpha_{21}<\frac{\mu_{2}\left(\rho-\mu_{1}\right)}{\mu_{1}\left(\rho-\mu_{2}\right)}\right] . \tag{4b}
\end{array}
$$

Proof: The proof is given in [21].
Following the conditions in (4), we can easily characterize the sufficient conditions for the existence of a unique NE.

Corollary 1: There exists a unique NE if $\alpha_{12} \alpha_{21}<1$.
If the conditions in (4a) and (4b) are fulfilled simultaneously, both transmitters would be transmitting at the same time. We denote this case as the concurrent transmission case. Next, we consider only this case since it is the case where both systems operate simultaneously, hence a fair assignment. The other cases in which a unique NE exists correspond to one transmitter allocating maximum transmit power and the other not transmitting. The concurrent transmission case satisfies $\alpha_{12} \alpha_{21}<1$, which is the sufficient condition for the existence of a unique NE given in Corollary 1.

In the concurrent transmission case, the transmitters operate in the unique NE which is a fixed point of the best response function. It is necessary in order to reach the NE that the best response dynamics globally converge.

Proposition 2: The best response dynamics globally converge to the NE in the concurrent transmission case, i.e. when (4a) and (4b) hold simultaneously.

Proof: The proof is given in [21].
In comparison to the IFC without pricing, the sufficient conditions for global convergence of the best response dynamics are identical. The reason for that is however not obvious. The linear pricing in our utility function leads to a translation of the best response function but as well changes the interference conditions where concurrent transmission takes place. This is seen in the conditions in (4a) and (4b) where the bounds are dependent on the prices. Therefore, proving the sufficient conditions for global convergence of the best response dynamics is necessary in our case.

## C. Admissible Power Prices

Given $\alpha_{12}, \alpha_{21}$, and $\rho$, there exists a set of pricing pairs that achieves the concurrent transmission case described above. We define an admissible power pricing set $\mathcal{M}$ as

$$
\mathcal{M} \triangleq\left\{\begin{align*}
&\left(\mu_{1}, \mu_{2}\right): \quad 0<\mu_{1}<\rho,  \tag{5}\\
& \mu_{2}<\hat{\mu}_{2}\left(\mu_{1}\right)=\frac{\frac{1}{\alpha_{12}} \rho \mu_{1}}{\rho-\mu_{1}\left(1-\frac{1}{\alpha_{12}}\right)}, \\
& \mu_{2}>\check{\mu}_{2}\left(\mu_{1}\right)=\frac{\alpha_{21} \rho \mu_{1}}{\rho-\mu_{1}\left(1-\alpha_{21}\right)}
\end{align*}\right\} .
$$

All $\left(\mu_{1}, \mu_{2}\right) \in \mathcal{M}$ achieve NEs in the concurrent transmission case. In the case that $\alpha_{12} \alpha_{21}>1$, the set $\mathcal{M}$ is however empty, i.e. there exists no power prices that achieve the concurrent transmission case. This happens since the upper
bound on $\mu_{2}$ would be less than the lower bound for any $\mu_{1}$, i.e. $\hat{\mu}_{2}\left(\mu_{1}\right)<\check{\mu}_{2}\left(\mu_{1}\right)$. Another observation is that the set $\mathcal{M}$ is convex only in the case if $\alpha_{12}<1$ and $\alpha_{21}<1$ both hold. This corresponds to the weak interference case. In the case if one CCC is larger than one, but still the condition $\alpha_{12} \alpha_{21}<1$ holds, the set $\mathcal{M}$ is not convex. We call this the strong interference case.
The unique NE in the concurrent transmission case as a function of the power prices is calculated as

$$
\begin{equation*}
p_{1}^{\mathrm{NE}}\left(\mu_{1}, \mu_{2}\right)=\frac{1}{1-\alpha_{12} \alpha_{21}}\left(\frac{1}{\mu_{2}}-\frac{1}{\rho}-\frac{\alpha_{12}}{\mu_{1}}+\frac{\alpha_{12}}{\rho}\right), \tag{6}
\end{equation*}
$$

and $p_{2}^{\mathrm{NE}}\left(\mu_{1}, \mu_{2}\right)$ is given by swapping the indices 1 and 2 in (6), where $\left(\mu_{1}, \mu_{2}\right) \in \mathcal{M}$.

## IV. Energy-Efficient Assignment

In this section, we investigate how the power prices are chosen such that energy-efficiency as well as minimum utility requirements are satisfied.

## A. Optimization problem

The arbitrator needs to know which power prices $\left(\mu_{1}, \mu_{2}\right)$ he should choose such that the outcome satisfies the following conditions.
C1 The best response dynamics globally converge to the unique NE.
C2 Spectrum sharing (concurrent transmission) is ensured so that it is fair for all users.
C3 Users transmit at the lowest powers possible but still satisfying minimum utility requirement $u_{i}^{\mathrm{r}}, i \in\{1,2\}$, to promote efficient energy usage.
If $\left(\mu_{1}, \mu_{2}\right) \in \mathcal{M}$, conditions C 1 and C 2 are automatically fulfilled. Condition C3 can be achieved by optimization. Hence, determining the optimal prices $\left(\mu_{1}^{*}, \mu_{2}^{*}\right)$ is done by solving the following programming problem

$$
\begin{gather*}
\min _{\left(\mu_{1}, \mu_{2}\right)} P\left(\mu_{1}, \mu_{2}\right)  \tag{7a}\\
\text { s.t. } \quad u_{i}\left(p_{1}^{\mathrm{NE}}, p_{2}^{\mathrm{NE}}\right) \geq u_{i}^{\mathrm{r}}, \quad i=1,2,  \tag{7b}\\
\left(\mu_{1}, \mu_{2}\right) \in \mathcal{M} . \tag{7c}
\end{gather*}
$$

The objective function is calculated as

$$
\begin{align*}
& P\left(\mu_{1}, \mu_{2}\right)=p_{1}^{\mathrm{NE}}\left(\mu_{1}, \mu_{2}\right)+p_{2}^{\mathrm{NE}}\left(\mu_{1}, \mu_{2}\right) \\
& =\frac{\left(1-\alpha_{12}\right)}{\mu_{1}\left(1-\alpha_{12} \alpha_{21}\right)}+\frac{\left(1-\alpha_{21}\right)}{\mu_{2}\left(1-\alpha_{12} \alpha_{21}\right)}-\frac{2-\alpha_{12}-\alpha_{21}}{\rho\left(1-\alpha_{12} \alpha_{21}\right)} . \tag{8}
\end{align*}
$$

The function in (8) is convex in $\left(\mu_{1}, \mu_{2}\right)$ only in the weak interference channel case, i.e. $\alpha_{12}, \alpha_{21}<1$. Similarly, the constraint set $\mathcal{M}$ is also only convex in the weak interference channel case. Thus, the problem in (7) is in general not a convex optimization problem. Next, we consider only the case of weak interference channel.

## B. Weak interference channel

For the condition that $\alpha_{12}$ and $\alpha_{21}$ are both less than one, we provide a closed form solution to the problem in (7).

Definition 1 (Dominating vector): A vector $\left(\mu_{1}, \mu_{2}\right)$ is said to dominate vector $\left(\nu_{1}, \nu_{2}\right)$ if $\mu_{i} \geq \nu_{i}$ for all is and $\mu_{i}>\nu_{i}$ for at least one component.
Using this definition, we study the monotonicity properties of the sum power in NE function given in (8) with respect to the vector $\left(\mu_{1}, \mu_{2}\right)$.

Lemma 1: The objective function (8) is monotonically decreasing in $\left(\mu_{1}, \mu_{2}\right)$ with respect to the order prescribed by Definition 1.

Proof: The changes of $P\left(\mu_{1}, \mu_{2}\right)$ with respect to prices $\mu_{1}$ and $\mu_{2}$ are observed to be negative in their derivatives, such that

$$
\begin{equation*}
\frac{\partial P\left(\mu_{1}, \mu_{2}\right)}{\partial \mu_{1}}=-\frac{1-\alpha_{12}}{\left(1-\alpha_{12} \alpha_{21}\right) \mu_{1}^{2}}<0 \tag{9}
\end{equation*}
$$

and similarly with respect to $\mu_{2}$. Thus, any increment in $\mu_{1}$ or $\mu_{2}$ reduces $P\left(\mu_{1}, \mu_{2}\right)$. This implies that for any series of vector $\left(\mu_{1}^{i}, \mu_{2}^{i}\right)$ where $\left(\mu_{1}^{i}, \mu_{2}^{i}\right)$ dominates $\left(\mu_{1}^{j}, \mu_{2}^{j}\right)$ and $i>j$, $P\left(\mu_{1}^{i}, \mu_{2}^{i}\right)<P\left(\mu_{1}^{j}, \mu_{2}^{j}\right)$.
The optimal power prices corresponds to the vector that dominates according to Definition 1 all vectors that satisfy the minimum utility requirement constraints.

Proposition 3: The optimal power prices $\left(\mu_{1}^{*}, \mu_{2}^{*}\right)$ which solve programming problem (7) are given as

$$
\begin{align*}
& \mu_{1}^{*}=\frac{g\left(u_{1}^{\mathrm{r}}\right) g\left(u_{2}^{\mathrm{r}}\right)-\frac{g\left(u_{1}^{\mathrm{r}}\right) g\left(u_{2}^{\mathrm{r}}\right)}{\alpha_{12} \alpha_{21}}+g\left(u_{1}^{\mathrm{r}}\right)+g\left(u_{2}^{\mathrm{r}}\right)+1}{\frac{1}{\rho \alpha_{12} \alpha_{21}}\left(\left(1-\alpha_{21}\right) g\left(u_{2}^{\mathrm{r}}\right)-\alpha_{21}\right)}  \tag{10}\\
& \mu_{2}^{*}=\frac{g\left(u_{1}^{\mathrm{r}}\right) g\left(u_{2}^{\mathrm{r}}\right)-\frac{g\left(u_{1}^{\mathrm{r}}\right) g\left(u_{2}^{\mathrm{r}}\right)}{\alpha_{12} \alpha_{21}}+g\left(u_{1}^{\mathrm{r}}\right)+g\left(u_{2}^{\mathrm{r}}\right)+1}{\frac{1}{\rho \alpha_{12} \alpha_{21}}\left(\left(1-\alpha_{12}\right) g\left(u_{1}^{\mathrm{r}}\right)-\alpha_{12}\right)} \tag{11}
\end{align*}
$$

where $g(x) \triangleq \frac{W\left(-2^{-1-x} \log (2)\right)}{\log (2)}$ and $W(\cdot)$ is the Lambert W function ${ }^{1}$.

Proof: The proof is given in [21].
Remark 1: In the strong interference case, one of the CCCs is greater than one. However, the condition $\alpha_{12} \alpha_{21}<1$ should hold in order for the admissible power prices set $\mathcal{M}$ not to be empty. In this interference regime, we can show that the solution given in Proposition 3 also solves the programming problem given in (7).

## C. Feasible Minimum Utility Requirements

Given minimum utility requirements, $u_{1}^{r}$ and $u_{2}^{r}$, the arbitrator should be able to determine if this pair is feasible, i.e. whether there exists a power pricing pair $\left(\mu_{1}, \mu_{2}\right)$ that fulfill these requirements simultaneously.

Proposition 4: A minimum utility requirement $\left(u_{1}^{r}, u_{2}^{r}\right)$ is feasible if and only if the optimal power prices $\left(\mu_{1}^{*}, \mu_{2}^{*}\right)$ calculated in (10) and (11) are in the admissible power prices set $\mathcal{M}$ given in (5), i.e. $\left(\mu_{1}^{*}, \mu_{2}^{*}\right) \in \mathcal{M}$.

Proof: The proof is given in [21].
Therefore, according to Proposition 4, the arbitrator checks if $\left(\mu_{1}^{*}, \mu_{2}^{*}\right) \in \mathcal{M}$ in order to determine the feasibility of the minimum utility requirements.

In the next section, we give numerical simulations on energy-efficiency comparing the noncooperative setting with
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Fig. 1. The Pareto boundaries for various $\left(\alpha_{12}, \alpha_{21}\right)$ as shown in round brackets in the legend, $\left(u_{1}^{r}, u_{2}^{r}\right)=(0.2,0.2)$ and $\rho=10 \mathrm{~dB}$. The corresponding optimal prices as shown in square brackets. The NE and $\left(u_{1}^{r}, u_{2}^{r}\right)$ are in the identical position.
pricing with that without pricing as well as the cooperative setting with pricing.

## V. Simulations

The Pareto boundaries for various $\left(\alpha_{12}, \alpha_{21}\right)$ pairs are plotted in Fig. 1 for the noncooperative case with pricing. It shows the utility regions that are feasible, given $\left(\alpha_{12}, \alpha_{21}\right),\left(u_{1}^{r}, u_{2}^{r}\right)$, $\rho$ and the corresponding optimal power prices $\left(\mu_{1}^{*}, \mu_{2}^{*}\right)$. This was done by first obtaining points in the utility region by computing ( $u_{1}, u_{2}$ ) according to (2) by varying the powers $p_{1}$ and $p_{2}$, where $p_{1} \in\left[0, p_{1}^{\max }\right]$ and $p_{2} \in\left[0, p_{2}^{\max }\right]$, and then grouping the scattered points into equally spaced bins in the $u_{1}$ axis. Using the points with the highest $u_{2}$ for every bin, the Pareto boundary is plotted. Changing only $\rho$ does not have any effect on the Pareto boundaries or the NE. Practically, the operating points along the Pareto boundary are achievable when the systems cooperate.

As expected, the NE in the utility region, which is calculated by inserting $\left(p_{1}^{\mathrm{NE}}\left(\mu_{1}^{*}, \mu_{2}^{*}\right), p_{2}^{\mathrm{NE}}\left(\mu_{1}^{*}, \mu_{2}^{*}\right)\right)$ into (2), is found exactly at the utility requirements, independently of the values $\left(\alpha_{12}, \alpha_{21}\right)$. The NE is very close to the Pareto boundaries, indicating that it is indeed a very Pareto-efficient operating point for various CCCs. By increasing $\alpha_{12}=\alpha_{21}$ simultaneously, the utility region is expanded in that the intersections at the $u_{1}$ and $u_{2}$ axes increase. The region is also observed to change from being convex to being nonconvex as the product $\alpha_{12} \alpha_{21}$ becomes larger. The reason for this is that prices are reduced so that systems can reach the utility requirements at higher CCCs. This also implies that cooperation among systems is more advantageous to achieve a higher sum utility than noncooperation when the potential interference is high.
With regard to the optimal prices, which is shown in the legend of Fig. 1, we observe that the system with the smaller CCC has to pay less than the one with the larger. However, if both systems have large CCCs, both pay less.
An appropriate metric for comparing energy-efficiency is defined as

$$
\begin{equation*}
E=\frac{\sum_{i=1,2} R_{i}}{\sum_{i=1,2} p_{i}}(\text { bits/Joule }) \tag{12}
\end{equation*}
$$



Fig. 2. Comparison of energy-efficiency $E$ with various CCCs. The noncooperative case with pricing (S1) is plotted with blue circles, the noncooperative case without pricing (S2) with green diamonds, and the cooperative case with pricing (S3) with red squares.
where $R_{i}$ is the transmission rate, as in (1), of system $i$ and $p_{i}$ the corresponding power allocation. Fig. 2 shows a comparison between energy-efficiency in the following settings.

S1 The NE achieved with pricing.
S2 The NE achieved without pricing.
S3 Both systems cooperatively choose their strategies to achieve the highest sum utility, i.e. $u_{1}+u_{2}$.
The operating point for the cooperative case was determined numerically.

We see that in the noncooperative case, pricing improves the energy-efficiency significantly. The amount of improvement increases as the CCCs increase. The results with cooperation prove to be superior when the CCCs are large, whereas for low CCCs, noncooperation with pricing yields better energyefficiency. One might expect the outcome of cooperation to be always superior to that of noncooperation. This is not true here because in the case of cooperation, the sum utility is maximized instead of $E$. In our scenario, systems are only interested in maximizing their sum utility but not energyefficiency when cooperating.

## VI. Conclusions

In this work, we consider two communication system pairs that operate in a distributed manner in the same spectral band. In order to improve the system energy-efficiency, we employ linear pricing to the utility of the systems. Following that, we study the setting from a noncooperative game-theoretic perspective, i.e. we analyze the existence and uniqueness of the Nash equilibrium. Based on the assumption that there exists an arbitrator that chooses the power prices, we considered
the problem of minimizing the sum transmit power with the constraint of satisfying minimum utility requirements. We derived an analytical solution for the optimal power prices that solve this problem. Simulation results show that the noncooperative operating points with pricing are always more energy-efficient than that without pricing. A further extension of this work is to consider the case with more than two users.
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