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ABSTRACT

User needs and technology availability drive the introduc-
tion of wireless sensing applications in clinical environments.
While these applications have the potential to improve effi-
ciency and quality of care, very little is known about their
performance during day-to-day use at the hospital. In this
work, we use data from a deployment of a 802.15.4-based
wireless sensor network at the Emergency Room of the Johns
Hopkins hospital to answer these questions. Specifically,
over a period of ten days we deployed a system of wireless
vital signs monitors that measure the heart rate and blood
oxygen levels of Emergency Room patients. During this time
we collected statistics about the network’s RF links, the per-
formance of its tree routing protocol, and its end-to-end re-
liability. We find that the hospital environment we tested
has considerably higher radio noise levels across multiple fre-
quency channels and more bursty links compared to other
indoor environments. Nonetheless, the routing protocol we
use finds high quality links and the end-to-end packet recep-
tion ratio is above 99.9%. Taken as a whole, these prelimi-
nary results suggest that despite the challenges that clinical
environments pose, wireless medical sensing applications can
perform well in these conditions.

1. INTRODUCTION
The US healthcare system faces a variety of growing chal-

lenges, including an aging population, increasing chronic dis-
ease prevalence, nursing shortages [1], and increased concern
with response to natural and man-made disasters. All these
challenges require a hospital system that is better able to
provide effective care to large numbers of patients under the
best scenarios and to potentially respond to a surge of pa-
tients in emergencies. These user needs, coupled with the
recent availability of technology that can automate some of
the repetitive tasks performed manually today, are driving
the introduction of wireless sensing applications in health-
care. However, the lack of results from deployments in clin-
ical settings is creating a vicious cycle in which healthcare
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providers are reluctant to offer their patient care areas for
experiments with unproven technologies leading to technol-
ogists not being able to test their systems in realistic condi-
tions.

In this work we attempt to resolve this conundrum through
results collected from a pilot deployment of a medical sens-
ing application deployed at the Emergency Room (ER) of
the Johns Hopkins hospital. Specifically, with the help of
our partners at the Emergency Department of the Johns
Hopkins School of Medicine, we deployed MEDiSN, a sys-
tem for monitoring the vital signs of ambulatory patients.
MEDiSN comprises multiple miTags, which are custom-built
motes that periodically measure the patients’ heart rates
and blood oxygen levels then transmit them using their
IEEE 802.15.4 radios [21]. A wireless backbone, also part of
MEDiSN, delivers these measurements to one or more gate-
ways. MEDiSN was deployed over a period of ten days in
November/December 2008 throughout the waiting area of
the Johns Hopkins ER to monitor the vital signs of patients
waiting to be seen by the doctors.

Based on the data from this deployment, we summarize
our contributions as follows. (1) We evaluate the radio chan-
nel conditions in a real clinical setting. Specifically, we mea-
sure the temporal characteristics of point-to-point 802.15.4
links over two different frequency channels. The results indi-
cate that the ER shows elevated levels of channel noise that
can cause bursty losses. Additionally we show that multi-
ple sources of interference exist in the hospital environment.
(2) We present the performance of a medical sensing ap-
plication (MEDiSN) in an urban ER environment. We find
that the tree routing protocol that we use can select good
quality links and achieve end-to-end delivery ratios that are
higher than 99.9%.

The rest of the paper is structured as follows. We outline
the design of the MEDiSN system in Section 2 where we also
present the application deployed at the Emergency Depart-
ment of the Johns Hopkins hospital. Section 3 presents all
the results from this deployment. We review related work
in Section 4 and close in Section 5 with a summary.

2. MEDISN
Healthcare in the United States is facing a double threat.

From one side, demand for healthcare is expected to increase
as suggested by demographic trends for an aging population
and increasing prevalence of chronic diseases. At the same
time, supply is decreasing due to nursing staff shortages [1]
and decreasing hospital capacities [22]. This combination
leaves US healthcare systems facing immense challenges on
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Figure 1: Medical Information Tag (miTag): A
Tmote mini based physiological monitor that mea-
sures heart rates and blood oxygen levels. Vital
signs are displayed on the on-board LCD screen and
transmitted over the MEDiSN wireless backbone.

a daily basis. Moreover, there is growing concern about the
hospitals’ ability to provide effective care to a rapid influx of
patients in emergency situations. Tools that automate and
improve the patient monitoring process are helpful in any
circumstances, but are particularly so in “surge” situations.

With these needs in mind, we developed MEDiSN, a wire-
less sensor network for automating the process of patient
monitoring in hospitals [8]. MEDiSN consists of multiple
Physiological Monitors (PMs), which are battery-powered
motes equipped with sensors for measuring patients’ physio-
logical data. PMs temporarily store collected measurements
and transmit them after encrypting and signing them. Fig-
ure 1 shows a monitor (called miTag) that we developed
for measuring patients’ heart rates and blood oxygen lev-
els. This miTag uses a version of the Telos mote [17], with
the same MSP430 MCU and CC2420 802.15.4 radio. The
miTag uses a Nellcor OEM PulseOx controller [16] to collect
the patient’s vital signs and a 128 × 160, 65K color LCD
screen to display them.

Unlike previous systems (e.g., CodeBlue [13]) in which
PMs also relay data, MEDiSN incorporates distinct Relay
Points (RPs) which self organize into a bidirectional wireless
tree connecting the PMs to one or more gateways. The di-
vision of functionality between acquiring and relaying data,
enables PMs to achieve consistent, predictable behavior and
low energy consumption, while allowing us to engineer the
system to provide superior end-to-end service. Specifically,
while PMs can be mobile, the RPs have pre-determined,
fixed positions that allow us to provision a high-quality wire-
less backbone. Moreover, because PMs are not responsible
for relaying traffic, they can aggressively duty cycle their
radios to reduce energy consumption. On the other hand,
RPs are powered through the hospital’s electrical outlets and
therefore do not have energy constraints. Figure 2 provides

an outline of the MEDiSN architecture. The software run-
ning on the miTag and MEDiSN’s RPs uses TinyOS 2.x [11].

The RPs form a routing tree, using the Collection Tree
Protocol (CTP) provided by TinyOS [4], to forward the
PMs’ measurements to the gateway. CTP provides best-
effort service but uses hop-by-hop retransmissions to in-
crease the end-to-end packet reception ratio (PRR). PMs,
on the other hand, do not use CTP. Doing so would poten-
tially involve PMs acting as relays, countering the principles
of the MEDiSN design. Instead, a PM sends its data to the
RP that shares the best link with that PM. Furthermore, the
PM retransmits a packet for a maximum number of times
or until it receives an acknowledgment.1

RPs also route messages from the gateway to individual
PMs. To do so, each RP generates a Patient Information
Packet (PIP) every five seconds and forwards it to the gate-
way. The PIP includes all the PMs which connect directly
to that RP, as well as the RP’s identity. RPs that receive a
PIP append their ID before forwarding it toward the gate-
way. Then, when the PIP eventually arrives at the gateway,
it contains a list of RPs that can be used to reach a set
of PMs. When the gateway needs to send a downstream
message to one of these PMs, it generates a source route by
reversing the list of RPs contained in the PIP message. Such
downstream messages use the same hop-by-hop retransmis-
sion mechanism to increase the probability of the gateway’s
messages to the PMs. Moreover, since PMs duty cycle their
radios, the last RP buffers the downstream message until
the PM sends its next set of physiological data.

The PIP messages also include information about the
quality of the end-to-end routing paths. Specifically, each
RP includes the signal strength and Link Quality Indicator
(LQI) values of its link with the RP it receives the PIP from.
The included signal strength and LQI values correspond
to the exponentially-weighted moving average (EWMA) of
all the received packets from that link (α = 0.5). Signal
strength is measured over the first eight symbols and re-
ported as the Received Signal Strength Indicator (RSSI) in
dBm. Signal quality (LQI) is also measured by the radio
over the first eight symbols and is reported as a 7-bit un-
signed value that can be viewed as the average correlation
value or chip error rate [21]. In Section 3.2 we use these
measurements to evaluate the quality of the MEDiSN end-
to-end paths.

2.1 Emergency Room Monitoring
Overcrowding occurs in 40% of all Emergency Rooms

(ERs) in the U.S., where patients wait on the average of
3.5 hours before being seen by a doctor. Although the cases
are rarely publicized, there have been a number of deaths
in waiting rooms of urban hospital ERs [6]. In cooperation
with our partners at the Johns Hopkins School of Medicine,
we performed a pilot deployment of MEDiSN in the Emer-
gency Room of the Johns Hopkins Hospital. The goal of this
Institutional Review Board (IRB)-approved deployment was
to monitor the vital signs of patients who are scattered in
the waiting rooms and hallways of the ER waiting to be ad-
mitted. During this study we repeatedly deployed MEDiSN
between 6 p.m. and midnight for ten consecutive days, cul-
minating with a continuous 24-hour deployment.

1Performance of CTP is out of the scope of this work. De-
tails and extensive evaluation on its performance can be
found in [4, 8]
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Figure 2: The MEDiSN network comprises multiple Physiological Monitors (PMs) and a wireless backbone
of Relay Points (RP) that provides bidirectional communication between the PMs and the gateway. The
figure also shows the floor plan of the Johns Hopkins Hospital Emergency Department over which MEDiSN
was deployed.

A typical hospital deployment starts with a brief site sur-
vey during which we select the locations of the RPs. Specifi-
cally, we first deploy the gateway which is a PC/laptop with
a Telos mote connected to its serial port. Once the gateway
is active it starts transmitting beacons that RPs use to join
the network. We then incrementally deploy RPs in a way
that increases the coverage area while ensuring that they
can join the routing tree. We use visual cues (i.e., LEDs)
to determine when an RP joins and disconnects from the
network. Once all the RPs are deployed we briefly walk
through the area with a miTag to ensure that no coverage
holes exist. The whole process requires less than 30 minutes
for an area of the size shown in Figure 2. Using the routing
link statistics described above we can iteratively change the
topology of the wireless backbone, by removing RPs that
are not used (i.e., do not relay traffic) and adding RPs in
areas that have poor connectivity (i.e. low LQIs).

Once the network is fully deployed, we start deploying
PMs to patients located in the Emergency Room waiting
area. Patients wear the device around their neck with the
help of a lanyard, while a disposable clip similar to the one
shown in Figure 1 is externally attached to their finger. The
patients wear the device until they are admitted or until
they leave the ER. During that time, patients can move
freely throughout the waiting room area while their vital
signs are continuously monitored.

3. EVALUATION
Next, we present experimental results obtained from the

MEDiSN deployment at the Johns Hopkins Hospital Emer-
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Figure 3: Overlap between WiFi and ZigBee chan-
nels in the 2.4 GHz frequency range.

gency Department in Baltimore, MD. As shown in the floor
plan of the emergency room in Figure 2, the size of the ER
waiting area where MEDiSN was deployed is approximately
70 feet × 90 feet.

3.1 Channel Characteristics
The conditions of the wireless medium affect the perfor-

mance of MEDiSN, as every other wireless medical sensing
application. Given that MEDiSN uses ZigBee radios operat-
ing in the 2.4 GHz ISM band, we measure channel conditions
in that frequency range. As Figure 3 illustrates, except for
channels 25 and 26, all ZigBee channels overlap with one or
more WiFi channels2. This observation is important because
the Emergency Room at Johns Hopkins (as many large hos-

2In fact, in Europe and Asia where as many as 14 WiFi chan-
nels are available, all ZigBee channels overlap with WiFi.
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Figure 4: CDFs of per-minute PRR, LQI and RSSI
values for L1 and L2. PRR and LQI levels are higher
for channel 26, while packets received on channel 22
have higher RSSI values.

pitals) is covered by a hospital-wide WiFi network active on
802.11 channels 1, 6, and 11. Thereby, in order to investigate
the impact of WiFi interference we perform experiments on
ZigBee channels 22 and 26.

Specifically, for each channel we place one transmitter and
three receivers at the same locations within the waiting area
(shown in Figure 2 as T and R1, R2, R3 respectively). The
selected locations correspond to the locations of the gateway
and some of the relay points (RPs) used by the MEDiSN net-
work. In what follows, Ln is the link between the transmit-
ter and receiver n(= 1, 2, 3). Because we use TelosB motes
([17]) for RPs, all eight motes are also TelosB motes.

The transmitter broadcasts3 111-byte packets (equal to
the packet size used by MEDiSN) with an Inter-Packet-
Interval (IPI) of 500 msec. We ran the test continuously
over a period of 24 hours to explore whether channel con-
ditions in the ER vary throughout the day. Each receiver
records the RSSI and LQI values of every received packet.
The RSSI is the RF signal strength in dBm, while the LQI
is measured over the first eight symbols and is reported as
a 7-bit unsigned value that can be viewed as the average
chip error rate. Furthermore, the receiver collects an RSSI
sample after receiving each packet. These samples are used
to record the channel noise level.

Figure 4 presents the CDFs of the per-minute packet re-
ception ratios (PRRs), average LQI and RSSI for L1 and

3We note that senders do not perform any CSMA checks
prior to broadcasting packets.
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Figure 5: Noise floor and packet RSSI values for L2
on channel 22 and channel 26 over a 24-hour period.
The noise level on channel 22 is ∼ 10 dBm higher
than channel 26.

L2.4 One notices that the PRR and LQI values for the
same link are higher on channel 26 than 22. This result
matches our intuition, as we expect channel 22 to be more
“noisy”. Subsequent results will show this to be true. We
would also like to point out that the difference in LQI values
is less pronounced than the PRR differences. The reason is
that LQI values are recorded only for successfully received
packets and are therefore biased.

On the other hand, RSSI values for channel 22 are higher
than channel 26 in Figure 4. Furthermore, the median RSSI
value for L2 on channel 22 is -78 dBm, while the median
PRR is only ∼ 62%. This result contradicts the findings of
Srinivasan and Levis who found that links with RSSI > -87
dBm have PRR > 85% [20]. However, both observations can
be explained through Figure 5, which plots the one-minute
averages of the channel noise level and RSSI values. It is
clear that the high RSSI values on channel 22 (see Fig. 4)
are due to the elevated channel noise levels seen in Figure 5.

Figure 6 presents the per-minute PRRs and average LQI
values for L2 on channels 22 and 26. We make two obser-
vations based on this figure. First, channel conditions do
not change appreciably throughout the day. This behavior
is different from those observed in other indoor experiments
(e.g., [7, 12]) and can be attributed to the fact that the
ER is operational 24 hours a day. Moreover, we find that
high LQI values are a necessary but not sufficient condition
for high PRRs. While the LQI values for both channels 22
and 26 are comparable, the PRR varies significantly. Fig-
ure 7 that presents the correlation between PRR and LQI
values for the two channels clearly illustrates this difference.
This result is somewhat surprising5 and contradicts previ-
ous studies which showed that links with high LQI values

4The performance of L1 and L3 were very similar so only
L1 and L2 are presented throughout the section.
5We performed the same experiment with multiple receivers
to ensure that the results were not due to the decreased hard-
ware sensitivity of a particular receiver. All results showed
the same behavior.
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Figure 6: Per-minute PRR and average LQI values
for L2 over a 24-hour period. High LQI values are a
necessary but not sufficient condition for low packet
loss rates.

 0

 0.2

 0.4

 0.6

 0.8

 1

 92  96  100  104

P
R

R

LQI

Channel 22

 0

 0.2

 0.4

 0.6

 0.8

 1

 92  96  100  104

P
R

R

LQI

Channel 26

Figure 7: Correlation between per-minute PRR and
average LQI values for L2 over a 24-hour period.
While the range of LQI values observed in channel
22 is comparable to that in channel 26, the PRRs in
channel 22 are considerably lower.

have high PRRs [12, 20]. On the other hand these studies
were performed on channel 26 and match the results from
channel 26 in Figures 6 and 7. We believe that the PRR
on channel 22 is lower, despite the high LQI values, due to
bursty WiFi interference. This conjecture is supported by
the high fidelity noise level measurements presented later in
this section.

The measurements so far have shown that links can have
intermediate PRRs over time. However, because medical
sensing applications require high delivery ratios, RPs at-
tempt to retransmit failed packets (i.e., packets that do not
generate an acknowledgment). Next, we investigate the ef-
fectiveness of this strategy by performing the same test as
before but with IPI = 50 msec. Figure 8 shows the condi-
tional packet delivery function (CPDF) generated from this
experiment. The CPDF (introduced in [9]) corresponds to
the probability of a packet being successfully received after n

consecutive failures or successes. Consecutive successes are
expressed as negative numbers, while consecutive failures are
expressed as positive numbers. For example, CPDFa(5) is
the probability of a successful delivery after five consecutive
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Figure 8: Conditional Packet Delivery Function
(CPDF) for L2 and IPI= 50 msec. Failures on both
channels exhibit a bursty behavior.

losses on link a. Likewise, CPDFa(−5) is the probability
of a successful reception after five consecutive successes. In
this way the CPDF provides a concise way of describing a
link’s burstiness. One can see from the non-uniformity of
the CPDF plots in Figure 8 that compared to other envi-
ronments (e.g., [10, 19]) the links at the ER are more bursty
on both channels.

Summarizing the results so far, we found that links can
be lossy and bursty, especially on channel 22. Furthermore,
in a seeming contradiction to previous findings, lossy links
can also have high LQI values. In order to understand the
root cause of this behavior we measured the channel noise
at a high fidelity. Considering that the transmission time of
a maximum length 802.15.4 packet is ∼ 3.5 msec, we collect
channel noise samples at a rate of 1 KHz. Figure 9 presents
the results obtained over five minutes for both channels at
the ER. The same figure also shows results from channel
26 collected at a university library in the night during final
exams, a research lab environment in the evening, and a
coffee shop during the day time. As expected, channel 22 at
the ER shows higher average noise levels. More importantly
the high frequency sampling process exposed noise spikes
not seen in Figure 5. We conjecture that these spikes are
due to interference from other radios (e.g., 802.11) and are
the source of the links’ burstiness.

We also note that, while not as pronounced as on channel
22, noise spikes can been seen in the ER trace from channel
26. Such spikes were largely absent from all the other envi-
ronments that we tested. To further determine the nature
of this noise, we performed a Fourier transform to the noise
data collected from the ER and the coffee shop. Figure 10
presents the resulting power spectra. One can see that noise
at the ER includes multiple periodic components, possibly
from external interferers. On the other hand, the noise seen
at the coffee shop can be modeled as white noise. While
we do not know the source(s) of the noise seen in Figures 9
and 10 we believe that it is generated by other wireless de-
vices operating in the 2.4 GHz ISM band, including cordless
phones and Bluetooth devices.
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Figure 9: 1 KHz channel noise samples collected
from both channels at the ER, a university library,
research office, and coffee shop for channel 26. Both
ER channels exhibit larger noise spikes than any
other environment.

3.2 Routing Protocol Performance
Considering that quality (i.e., PRR) across links can vary

significantly, it is interesting to investigate the quality of the
links selected by CTP, MEDiSN’s underlying routing proto-
col for the wireless backbone. To do so, we collect statistics
about these links using the collection mechanism described
in Section 2. Statistics were collected by running two copies
of the MEDiSN system simultaneously, one on channel 22
and another on channel 26, over a 24-hour period. The
gateways and RPs of both systems were placed at identi-
cal locations, shown in Figure 2. Both systems carried vital
sign measurements generated by miTags worn by ambula-
tory patients in the ER waiting room. In order to exercise
the system further we injected additional traffic using TelosB
motes that mimicked the traffic that miTags generate. Each
source generates one 111-byte packet every 500 msec and an
average of three sources (PMs) on different locations were
concurrently active on each channel.

Table 1 summarizes the characteristics of the links that
CTP selected. The average, median and standard deviation
were computed over all the links that existed at least once
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Figure 10: Power spectra of the channel noise mea-
surements from channel 26 at the ER (top) and an
urban coffee shop (bottom). The ER waveform has
multiple strong frequency components, significantly
deviating from white noise.

Channel Average Median Std. Dev.

LQI 22 98.74 101 9.81
26 100.48 103 6.70

RSSI 22 -76.44 -78 13.35
26 -75.42 -75 10.69

Table 1: Aggregate statistics for the routing tree
links that MEDiSN uses at least once during a 24-
hour test at the ER. CTP selects links with high
RSSI and LQI values for both channels.

throughout the 24-hour testing period. Based on the results
from Section 3.1, one can say that CTP selects high quality
links at least for channel 26. While high LQI and RSSI
values do not necessarily guarantee high PRR for channel 22,
the application level results from the next section indicate
that this is indeed the case.

CTP uses the 4-bit link estimator [5], which combines a
variant of the ETX link metric [3] with information from
the physical and data link layers. Furthermore, each time a
node’s transmission fails (i.e., the node does not receive an
acknowledgement), the node asks CTP for an alternate par-
ent in the routing tree. If such an alternative exists, the old
link is removed and a new link is established. Based on this
observation, measuring the lifetimes of the network’s links
provides an indication of both the quality of the links that
CTP selects as well the “effort” that it has to make to ensure
high delivery ratios despite link errors. Figure 11 presents
the CDF of the links’ lifetime for all the links used at least
once during the 24-hour test. We observe that the majority
of the links have short lifetimes, reflecting changes due to
lost packets. Furthermore, links on channel 22 have shorter
lifetimes compared to links in channel 26. This discrepancy
can be explained by the bursty behavior of links in channel
22 described in the previous section.
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existed at least once throughout the 24-hour exper-
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3.3 Application Level Performance
During the 24-hour experiment described above, each PM

transmitted 174,577 packets on the average. Of these, an av-
erage of 157.33 packets were lost for channel 22 and 42.67 for
channel 26. These losses correspond to average packet recep-
tion ratios of 99.91% and 99.98% respectively, with standard
deviations of 0.034 and 0.002. Furthermore, each packet
successfully received at the gateway required an average of
1.18 per hop transmissions on channel 22 and an average of
1.08 per hop transmissions on channel 26. The average hop
count for channel 22 was 3.11 hops, compared to 2.71 hops
for channel 26.

While the loss rate and number of retransmissions are
slightly higher on channel 22 these application-level results
are very encouraging, especially considering the existence
of intermediate quality links shown in Section 3.1. These
results can be attributed to two key factors. First, MEDiSN
quickly discovers and reacts to link level losses. Second,
because the deployment is relatively dense, once a loss is
detected CTP can provide an alternate path that can deliver
the packet to the gateway.

4. RELATED WORK
A number of studies have investigated the properties of

low-power wireless links in indoor deployments. The pi-
oneering study of Zhao and Govindan [24], used Mica2
motes [14] to investigate the spatial and temporal prop-
erties of low-power wireless links inside an office building.
However, that study used motes that do not operate in the
2.4 GHz frequency range that MEDiSN uses. Cerpa et al.
performed a similar study with Mica2 motes and used the
collected measurements to propose a model for the temporal
properties of low-power wireless links [2]. The goal of this
study is not to model link properties but rather to evalu-
ate the impact of harsh hospital environments on medical
sensing applications.

Srinivan et al. measured the characteristics of 802.15.4
links [18]. They found that links are bimodal over smaller
timescales, while packet reception ratios (PRR) span a larger
range over longer periods. Moreover, they observed that
802.15.4 links with the same long term PRR can have drasti-
cally different short term behavior, an observation that lead
to the introduction of the β-factor, a metric that represents
the burstiness of radio links [19]. The results in Section 3.1
suggests that 802.15.4 links in clinical environments are more
bursty than links measured in other indoor environments.

Lee et al. observed that different environments exhibit
a wide variation in the levels of interference from 802.11
networks and proposed a mechanism to model this interfer-
ence [9]. Musăloiu-E. and Terzis proposed distributed tech-
niques that a WSN using 802.15.4 radios can use to detect
interference from overlapping 802.11 radios [15]. The under-
lying network protocols used in this study are not frequency-
agile, but we show that interference from 802.11 networks
and other RF sources can be a severe source of problems for
medical sensing networks.

Finally, Woo et al. illustrated the impact of link metrics
on the performance of tree routing protocols [23]. The CTP
routing protocol ([4]) that MEDiSN uses, relies on the 4-bit
link estimation algorithm which has been shown to select
high-quality end-to-end paths [5].

5. SUMMARY
This work presents results from a pilot deployment of the

MEDiSN vital signs monitoring system at the Emergency
Room of the Johns Hopkins hospital. We investigate the
temporal characteristics of point-to-point 802.15.4 links in
the ER over 802.15.4 channels 22 and 26. We find that links
in channel 22 are more lossy, while the LQI values of pack-
ets received in that channel are not significantly lower than
those in channel 26. On the other hand, packets received
over channel 22 have higher RSSI values. These elevated
RSSI values are due to increased levels of channel noise,
that are also the cause of bursty losses in channel 22. Fur-
thermore, we find that, unlike other environments we tested,
channel 26 in the ER shows increased levels of non-random
noise. We conjecture that other devices operating in the
2.4 GHz ISM band, such as cordless phones and Bluetooth
devices, generate this interference.

We also collect measurements from the routing tree used
to deliver patient data. We find that CTP, the tree routing
protocol that MEDiSN uses, can find high quality links in
both channels, but links tend to be short-lived. Nonethe-
less, the end-to-end delivery ratio is > 99.9% for both chan-
nels and the average number of per-hop retransmissions is
less than 0.2. Taken as a whole, these preliminary results
are encouraging, as they show that despite the unique chal-
lenges that the emergency room environment poses to wire-
less sensing applications, they can provide high levels of per-
formance.
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