
A protocol for distributed multimedia capture for personal
communicating devices

Xavier Le Bourdon
IRISA, Université de Rennes 1

Campus de Beaulieu
Rennes, France

Paul Couderc
INRIA

Campus de Beaulieu
Rennes, France

ABSTRACT
This paper proposes a protocol for supporting distributed
capture of multimedia data over a set of personal communi-
cating devices. The protocol enable the devices to cooperate
spontaneously in order to improve the quality of the capture,
by getting missing fragments or getting better one. It ad-
dresses the problem of temporal coherence when merging
fragments captured by different devices, and propose solu-
tions suitable for existing devices.

Categories and Subject Descriptors
C.2.1 [Network Architecture and Design]: Wireless com-
munication; C.2.4 [Distributed systems]: Distributed ap-
plications

General Terms
Algorithms, Performance, Design

Keywords
mobile computing, wireless, multimedia capture, sponta-
neous collaboration

1. INTRODUCTION
An essential aspect of ambient intelligence is the link be-
tween information systems with the real world. To this end,
sensors and networks of sensors play an important role in
providing data and events from the real world. Sensors and
networks of sensors are thus gaining attention from the re-
search community. Enabling cooperation between these tiny
devices, in an extremely dynamic context, poses real chal-
lenges, such as coping with very limited resources (energy,
processing power, memory), high failure rate and node mo-
bility.

Surprisingly, much less attention has been paid to what
is becoming the most important sensor network ever de-
ployed: the multimedia phone. While these are well-known
as personal messaging devices, their role as sensors has been

largely ignored in spite of their powerful capabilities in this
respect. These devices can capture sound, picture and video,
can cooperate with other sensors such as GPS positioning
receivers and, of course, can communicate with global as
well as local networks.

In this paper, we focus on collaborative capture, which con-
sist in using a collection of personal devices dispered in a
given area as a distributed sensing infrastructure. Said in
another way, neighboring devices will be used as an oppor-
tunistic sensor network. The motivation for this idea is to
improve the capture performance that can be expected from
a single device, by getting missing data or better data from
other devices (Figure 1). Consider, for example, someone
arriving late in a meeting. Many phones, treated as audio
capture devices, could have recorded the beginning of the
meeting to allow the newcomer to catch up. Another usage
would be, for someone capturing a video of an event, to get
the sound from a device closer to the source to improve the
clip quality. An important problem in collaborative capture
is ensuring the global coherence of the collection of data frag-
ments contributed from different nodes. In this paper, we
will address the issue of temporal coherence of multimedia
streams, such as audio and video synchronization.

The rest of the paper is organized as follows: the second sec-
tion presents the context and our system model; the third
and fourth sections detail the temporal synchronization is-
sues, and their evaluations. Sections five and six discuss
related works and some research perspectives.
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Figure 1: Collaborative capture of an event

2. CONCEPTS AND SYSTEMMODEL
In this part, we present the concepts proposed to enable
collaborative capture. The first and the second subsections
present the paradigms of communication used by the nodes
from a network point of view, and then from the applica-
tion layer. The third subsection presents an optimization,
enabling the user to manage a high quantity of multime-
dia objects. The last subsection presents the way in which
terminals manage the multimedia objects.

2.1 Capture model
The basic units considered for capture in our system are mul-
timedia objects or streams defined by a temporal slice (or
instant in case of picture), and the associated data. They
can be pictures, audio stream, and video streams. From
the user perspective, some objects can be considered as re-
lated fragments of a common multimedia objects, such as
in the case of an audio and a video streams captured at the
same time, or two audio slices of the same speech. From the
system perspective, potential relations between objects are
identified in terms of physical context proximity [16]: objects
captured close together in time and space are considered
strongly related while objects captured far apart in time or
space are considered weakly related. In the rest of the paper,
we will refer only to multimedia objects.

2.2 One hop paradigm
Short range wireless mobile communication technologies like
Bluetooth or IEEE 802.11 into personal devices enable them
to spontaneously collaborate together when being in the
same physical area. The one-hop paradigm is a wireless
communication concept where a device can communicate
with another device if it can directly reach its radio range,
without routing support. Thus the information can only be
exchanged between two nodes that are in the same vicin-
ity. For example, in figure 2, the peers A and C can not
communicate because they are not in communication range.
However, B can communicate with A or C.

The one-hop paradigm ensures an implicit geolocalization
of the data, bounded by the signal range. This property is
interesting as it link the data to particular physical context.
When an event is captured, the availability of the captured
data is limited to the users close to this event, which are

Figure 2: One hop paradigm

likely those who have a potential interest for it. For example,
the ability to download a recently recorded conference means
that the user is in the building of the conference, and that
he may be interested in viewing the conference.

Note that this paradigm does not limit multi-hop informa-
tion propagation: a node that has received a piece of data
can become a new source and share this piece of data with
other nodes. The sharing devices can also physically move,
spreading the data to devices that were previously unreach-
able [8]. However, the implicit relevance provided by the
physical context decreases as the node moves away from the
capture location. To support relevance ranking of captured
media, we track two important meta data: the time elapsed
since the creation of data, and the number of nodes the data
has traveled. The higher these counters are, the further a
device is from the location of the data creation, resulting in
the smallest potential interest this piece of data has for the
user.

2.3 Collaborative behaviors
In this part, we present interactions principles of collab-
orative capture, highlighting the features and advantages
they introduce. Collaborative capture belongs the class of
spontaneous information systems [22], in the sense that they
are fully distributed over the participating nodes, and nodes
may spontaneously join or leave the system at anytime in
relation to their physical mobility.

In our model, each terminal can capture and store multi-
media objects, like videos, audio streams, or photos. Each
terminal manages a library and spontaneously shares the
captured multimedia objects. Other terminals can ask for
an index of a terminal’s library or request a specific file to
download. Thus, a user can browse the available multimedia
objects and download the ones he’s interested in.

Our system also tries to automatically increase the quality
of the captured multimedia objects by downloading comple-
mentary ones, in terms of completeness, or capture quality
(depending on sensors performance and sensors location).
When a user captures an event, the system looks for avail-
able multimedia objects that could be complementary to the
current one. These multimedia objects could increase the
global quality, such as having a better sound sampling, or
they could be complementary in terms of timeline. For ex-
ample, imagine a user who is late for a conference. As soon



as he arrives, he starts recording the conference with his
terminal, while another user, who was not late, had started
his recording at the beginning of the conference. The ter-
minal of the first user automatically tries to download the
beginning of the conference from the second user. When
the newly arrived the user has a better angle to capture the
video, or his device can capture the video with a better res-
olution, the capture process has the opportunity to continue
with improved performance. In this case, the other termi-
nals would complete their capture by downloading their data
from the new node instead of using their own sensor.

Another collaborative behavior is the ability to ask a distant
terminal to record an event. Let’s imagine two users who
could each capture an event from their own point of view.
The two multimedia objects could be useless if they are
taken separately, but could generate a useful media stream
if they are used together. For example, in a conference, a
user could be near the speaker and could easily capture a
recording of the speech. Another user could be in the mid-
dle of the room and could capture the video of the slides
but with poor sound quality. Each multimedia object taken
separately is useless. With our system, one of the users can
ask for a distant record. When the user who is in the middle
begins to capture the slides, his terminal asks the other ter-
minals in the room to capture the audio. A person who is
near the speaker can accept to record the sound in exchange
for the video.

We also extend this concept to describe an unselfish attitude
of the users. A user might not be able to capture one event,
because of the limits of his capture device, or because he
can not physically capture the event. For example, a tourist
with a poor quality camera phone could request the other
tourists to take a photo of a monument. Another example
is the case of simultaneous conferences in nearby rooms. A
spectator might want to view the two conferences but is not
physically able to attend both of them. He could go to one
conference and, with the help of his terminal, ask a spectator
who is in the other room to record the other conference.

2.4 Choice helper
With digital mobile capture devices, it becomes easy to pro-
duce multiple multimedia objects. It is now free to capture
digital objects (for example digital photos do not need to
be developed), it is easy to delete unwanted multimedia ob-
jects, and storage cost is sharply decreasing. In our system,
users could be easily overloaded when browsing available
multimedia objects on other nodes. Moreover, as seen is the
previous section, the users could be busy when they need to
download the most important multimedia objects.

We use some quality criteria to organize, even to prefetch,
multimedia objects. By organizing multimedia objects, the
system helps the user to pick those he be more likely inter-
ested in. This is a useful feature when there is a large quan-
tity of available multimedia objects in the vicinity. More-
over, by prefetching the potentially interesting multimedia
objects, the system gets rid of the probability that avail-
able ones could disappear because of the mobility of the
nodes. Consider for instance a user who is shooting video of
an event from beginning to end, such as live music demon-
stration in the street. Other people may have passed near

Figure 3: Example of complementarity order scheme

the event, taken some photos or videos, and continued on
their way. Some of these objects may interest the first user,
whose has been capturing the event from the beginning; his
attention is focused on his own filming action, and he can
not be interrupted without compromising his own capture.
Thus, by downloading in the background other multimedia
objects from nearby devices, the user will have the choice
to save these potentially complementary or interesting mul-
timedia objects that otherwise he would not have been able
to do because he could not be interrupted.

The list below details the criteria and heuristics we use to
classify multimedia objects as a function of the potential
interest to the user:

• Global quality of the recording. For example, a user
may prefer a high video quality over a lower resolution
one. The tradeoff is the size of the file. Indeed, a high
resolution multimedia object will take more time and
more energy to download than a medium resolution
multimedia object.

• Physical context proximity, in terms of time and space
distance to the source. As seen previously, the one-
hop paradigm provides an implicit contextualization,
by physical proximity. The shorter the time elapsed
between the current time and the time the multimedia
object was created is and the smaller the number of
nodes the multimedia object has gone through, the
nearest the user is from the real source. We stated
earlier that we will assume that being near the source
is related to its relevance for the user.

• Small time intervals between multimedia objects. If
two multimedia objects were taken at a similar date
and time, they are more likely multimedia objects of
the same event especially if they have been taken by
the same author. For example, the photos of a birth-
day are taken at a similar time. If a user has down-
loaded some of these photos, he might want all the
other ones too.

• Scarcity of a multimedia object. If a multimedia ob-
ject is not widely distributed over the local network,
there is a high probability that it will become unavail-
able soon, because of the mobility of the nodes. By



downloading the scarce multimedia objects, the nodes
ensure its availability even after the departure of the
source node.

• Complementarity scheme for types of multimedia ob-
jects. We notice that we can deduce a scheme de-
scribing the user’s wishes for the type of multimedia
objects, based on the multimedia objects they already
have captured (see Figure 3). For example, if they
record the sound stream of an event, they usually pre-
fer to download photos of the event to illustrate their
sound stream, then maybe a video stream, but rarely
another sound stream with an equivalent quality. If a
user has a photograph, however, he will prefer to down-
load other photos to complete his album, and maybe
some sound streams to illustrate his photos, or even a
video stream.

• Semi-automatic recommendations. Users could down-
load other media to complete their current ones. For
example, a user could use two video streams of a same
event to obtain a multi-angled video stream. The user
could link multimedia objects if he wants them to be
played simultaneously. Thus, other users will have an
implicit recommendation: if they download one of the
multimedia objects, they might be interested in the
linked ones also.

All of these criteria are not universal. They can vary from
one user to another, and they can also vary from one event
to another. For example, one user could prefer to download
medium quality multimedia objects to save energy. A user
might want to download a multimedia object from a con-
ference that was taken close to the speaker while he wants
to download a multimedia object from a sporting event that
was taken far away. Thus, we propose to the users to set the
importance of these criteria according to their tastes or their
situation. It is also possible to do profiling to automatically
detect the preferences of different users.

2.5 Multimedia objects descriptors
Our system needs to manage multimedia objects. From a
local point of view, each node stores different kind of multi-
media objects (video, audio, photo) that have been captured
or that have been downloaded from other nodes. These mul-
timedia objects are made of two components. One part is
the multimedia data, for example the video stream, the au-
dio stream or the picture. The other part is the metadata
needed to browse the multimedia objects and to synchronize
them.

We use an XML format to store the metadata of the mul-
timedia objects (Figure 4). Contrary to a classic metadata
format, like EXIF, this descriptor can be used without multi-
media data. In other words, a descriptor can be sent via the
network as a query or as a response. For example, the sys-
tem can broadcast a partial descriptor to request a match-
ing multimedia object. In response, the node will receive
descriptors, so it can choose the best multimedia objects to
actually download.

The descriptor contains a unique identifier (uid) and an au-
thor identifier (author) to identify a multimedia object, even

<?xml version="1.0" encoding="UTF-8" ?>
<metadata>
<uid>0018F834FB2B-245</uid>
<author>00-18-F8-34-FB-2B</author>
<filename>0018F834FB2B-245.avi</name>
<date>25-02-2007</date>
<time>334477</time>
<duration>11356</duration>
<quality>
<audio_codec>mp3</audio_codec>
<audio_bitrate>128</audio_bitrate>
<video_codec>mpeg2</video_codec>
<video_bitrate>4000</video_bitrate>
<timestamp_accurency>12</timestamp_accurency>
<hop>2</hop>

</quality>
<linked>
<uid>0018F834FF21-3</uid>
<uid>00348890A910-20</uid>
...

</linked>
...
</metadata>

Figure 4: XML multimedia object descriptor

if this object is replicated over the network. The descriptor
also contains timing data (date, time and duration) to syn-
chronize multimedia objects. The quality details, like the
audio bit-rate or the codecs used to compress the data allow
devices to select the multimedia objects with the best quality
among the available ones, as seen is the previous subsection.
Finally, the descriptors contain a list of unique identifiers,
linked to the current multimedia object. This could be use-
ful if two multimedia objects are taken of a same event.

3. SYNCHRONIZATION ISSUES
One of the main features of collaborative capture is the pos-
sibility to synchronize multimedia objects that have been
captured by different users. For example, a user could use
two or more video streams of a same event and switch be-
tween them to view the recorded event from the best angle.
The precision in the timing of the multimedia objects be-
comes crucial for a good synchronization to appear seamless.

3.1 Motivation
The system must know the temporal relationship between
sets of multimedia objects. For example, the system should
be able to synchronize a video stream captured by a user
and an audio stream captured by another user. Therefore,
each multimedia object has to be timestamped. Subjec-
tive studies have shown that a video stream and an audio
streams do not need to be exactly matched, but that a skew
of 80-100ms is below the limit of human perception [9, 10,
7, 12]. The first solution is to get the time from the internal
clock of the terminals. Indeed, each terminal (cellular phone,
camera, computer, etc.) encompass a cheap clock which is
easily accessible by the system. However, these clocks are
usually manually set by each human owner of the terminals.
They are not precisely synchronized on the absolute time,
and have each a different offset compared to the actual time.



Moreover, depending on their quality, clocks drift compared
to the actual time.

A solution could be to assume the presence of an on-board
precise clock, like a GPS device, for each terminal. How-
ever, this type of device is very expensive in terms of cost
and in terms of energy. Another solution, used in some
distributed networks, is to run a protocol which regularly
synchronizes all the clocks of the nodes at the time man-
aged by a server [14, 13, 11]. It would be possible for a
group of terminals to agree on a master node, and to syn-
chronize their time to the clock of the master. With this
type of protocol, the owners have to accept that the clock
of their terminals could be set to a subjective time. It could
also result in strange behaviors, particularly for other run-
ning applications, like a calendar or a chronometer. The last
classical solution is to let each local clock of the node been
free-running, i.e. one should not adjust the local clocks. In-
stead, the synchronization scheme should build up a table of
parameters that enables each node to convert its local clock
to that of another node, and vice versa [20, 17, 6]. We use
a similar solution to synchronize the multimedia objects on
the nodes.

3.2 Dynamic timestamp calibration
Our system needs a protocol to synchronize the shared mul-
timedia objects with three constrains. The first constrain
is the inability to set the clocks to a new date and time.
The second constrain is that the timestamps of multimedia
objects being on a terminal must be set on a coherent time-
line. The last constrain is that the error of synchronization
should be less than to 100ms, so that any mismatch will not
be noticed.

We propose to dynamically change the timestamp of the
multimedia objects when they are shared over the network.
Each terminal has an independent clock, with an error be-
tween its time and the actual time. When a user captures
an event, the created multimedia object is timed depending
on the terminal clock. When a multimedia object or its de-
scriptor is sent to another device, the sender and the receiver
evaluate the relative offset between their clocks:

Offsetr/s = Tr(T0) − Ts(T0)

The receiver then sets the start time of the multimedia ob-
ject to a new timestamp depending of the local clock:

Timestampr = Timestamps + Offsetr/s

With this protocol, a device can synchronize its multimedia
objects with the multimedia objects it receives. Thus, it can
also synchronize different multimedia objects received from
different devices. Moreover, it can send these received mul-
timedia objects to other devices, using the same protocol.

3.3 Offset calculation
We proposed a protocol where the receiver device had to
determine the offset between its own clock and the clock
of a distant device. This is done by exchanging messages
over the network, containing a reading of the sender clock.
However, there is a delay between the clock reading and the
comparison between the two clocks. This delay is mainly

Figure 5: Measurement of the relative offset

due to the transmission of the message over the physical
network and though the network protocol stacks.

We can bound this delay by reading the clock before sending
a request message and after receiving the timestamp message
(Figure 5). Because a network message can not be received
before being sent, the precision of the calculated offset is
bounded:

Max error = T3 − T1

Assuming the delay is the same for the two messages, we
can evaluate the offset between the two clocks:

Offsetr/s =
T1 + T3

2
− T2

Actually, because of the jitter, the delay is not exactly the
same for the two messages. To increase the precision, we use
redundancy, detailed in the next part.

Each time a multimedia object or its descriptor is sent over
the network, the receiver evaluates the offset between its own
clock and the clock of the sender. To reduce the number of
offset calculations, each node keeps a cache of the offsets
between its clock and the clock of the other nodes that were
already evaluated.

3.4 Timestamp precision
The timestamping of the multimedia objects is crucial to
have good synchronization between several multimedia ob-
jects. For example, a user could download a video stream
from a user who has captured his video from the best angle,
and an audio stream from a second user who has recorded
the sound near the event. In this case, the error of synchro-
nization between the two multimedia objects should not be
more than 100ms in order to be imperceptible by humans.

In our system, there are three sources of imprecision. The
first one takes place when a device starts to capture a mul-
timedia object. There is a delay between the reading of the
time and the actual recording. The system may need to ac-
quire scarce or exclusive resources, fill buffers with media
data, or perform other start-up processing. This delay can
be reduced by preparing the capture device before actually
reading the time. Empiric measurements show us that this
delay is less than 10ms, which is acceptable compared to
the maximum of 100ms. Moreover, if this delay is similar
for every device, it becomes invisible because of the same



delay for every multimedia object.

The second source of error is the drift phenomenon. Indeed,
clocks are not perfect and drift compared to the actual time.
The offset between two clocks should be the same anytime;
in fact this offset is slowly changing depending of the drift
rate of each clock. Empiric measurements show us that the
relative drift between two clocks is nearly linear and is less
that 40ms per hour. This potential error is not negligible
compared to the 100ms max. The first solution is to ex-
clude the synchronization of multimedia objects when the
current calculated offset could be too far from the offset
that was between the clocks of the devices when the multi-
media object was captured. For example, we calculate the
timestamp according to the local clock of a multimedia ob-
ject that was timed two hours ago, but we do not guarantee
its synchronization with another multimedia object. A bet-
ter solution we plan to implement in future works can only
been used if the two devices can communicate for a sufficient
duration. This solution consist in keeping in memory all the
calculated offsets between the two clocks. When a device
needs to synchronize a multimedia object, it uses the offset
that was calculated when the multimedia object was timed.
If this offset has not been measured, for example because
the two devices could not communicate, and if the system
has a sufficient quantity of measured offsets, it does a linear
regression. Thus, it can deduce the drift rate and counter-
balance it. The calculation of the drift to counterbalance
it is commonly used in clock synchronization protocols [20,
21].

The last source of error is the jitter in the network messages
in our protocol to measure the offset. We counterbalance
this jitter with a redundancy. By measuring the offset a few
times and calculating a mean of the values, we reduce the er-
ror. We tried different kind of mean calculations: with two,
three and four successive values; with the two more proxi-
mate values out of three; and with the three more proximate
values out of four.

Each time a multimedia object or its descriptor is sent over
the network, the system evaluates its new timestamp, using
the offset evaluation. Therefore, each time a multimedia ob-
ject is forwarded from a device to another one, an error is
added to its timestamp. We use the timestamp accurency
metadata in the multimedia objects descriptors to limit this
error: each time a multimedia object is forwarded though
the network, this counter is incremented, according to the
maximum error calculation previously presented. Thus, if
a multimedia object is shared by more than one device, we
calculate its new timestamp from the device which has the
descriptor with the smallest potential error. Moreover, a de-
vice can download and use the descriptor from a first device,
with the smallest error value, and download the multimedia
object from another device, with a greater bandwidth.

4. EVALUATIONS
We proposed a system to share captured multimedia ob-
jects. In this part, we evaluate our system from two points
of view. The first point is the efficiency of capturing a pub-
lic event. Indeed, a group of users capturing some parts of
an event could generate multimedia objects that cover the
whole event. The second point of evaluation is the precision

Figure 6: Event covering for each user

of timing. We saw that this precision is crucial to synchro-
nize different kind of multimedia streams, such as a video
stream and an audio stream.

4.1 Event capture
In this simulation, we measure the efficiency of the capture
of a public event. Our model is based on the typical behavior
of street walkers. A street walker is attracted by a group of
people; he stays passive for some minutes; if the event seems
interesting, he decides to capture a short video; finally he
puts his device in his pocket and goes away. We assume
that a user capture device can not communicate with other
devices when the user is not in the crowd.

We made simulations with different average densities of cap-
turing users in the crowd. The graph in figure 6 shows the
percentage of the event captured or downloaded by each
user, from the beginning of the event to the departure of
the user. Thus, we suppose that a user that is leaving the
crowd was interested in the beginning of the event but not
interested in the future of the event. In this graph, we choose
to show three simulations: for the average densities of 2, 5
and 8 users.

On this graph, we see that the coverage of the media in-
creases for the successive users. This is due to a virtual
local storage of the media objects in the crowd. Indeed,
the devices download multimedia objects from other devices
that are already in the crowd, becoming a potential source of
these multimedia objects. However, we also see that some-
times, the coverage sharply decrease for all the users. This
is due to a temporary lack of users in the crowd. In this
case, there are no more devices with the older coverage of
the event.

4.2 Offset calculation
In this part, we evaluate the precision of the measured off-
set using different calculation schemes. We used Dell D610
laptops with built-in Intel 2200BG 802.11b/g WiFi network
adapters. We compared six offset calculations. The first one
is the direct use of the offset measurement with the proto-
col presented in the section 3.3. Three others calculations
are the arithmetic means with two, three and four succes-
sive offset measurements. We then calculate the mean of
the two most proximate values out of three successive mea-



Figure 7: Repartition of error in offset calculation

surements. Finally, we calculate the mean of the three most
proximate values out of four measurements.

The figure 7 shows the repartition of erroneous offset for
each calculation scheme. For example, more than 17% of
the measured offsets have an error greater than 5ms with
the one time measure (OM). That means that near 83% of
the measured offsets have an error of less than 5ms. We
see that the calculations with a mean of two to four suc-
cessive values (M2, M3, and M4) reduce dramatically the
quantity of offset measurement with an error greater than
10ms. However, the quantity of measurements with an offset
greater than 20ms is increasing. This is due to the reparti-
tion of the jitter. Indeed, the jitter of a few messages is very
high, and so has a big impact on the mean. Our solution
is to counterbalance these kind of messages by excluding
measurements that are too far from the other ones. We see
on the figure 7 that the mean of the two most proximate
values out of three successive measurements (M2oo3), and
three out of four (M3oo4), give better results than a simple
arithmetic mean. However, the measurements that have an
error greater than 20ms do exist (0.08%). In fact, it is im-
possible to get rid of every erroneous measurement with a
finite number of measurements. We can reduce the proba-
bility of these errors by increasing the number of successive
measurements.

5. RELATEDWORK
Some work has already been done regarding multimedia ob-
ject sharing in wireless networks. Sarvas and al. [18] pro-
posed a centralized system to share photos. Aberer and
al. [1] proposed a P2P system at the world scale, to share
photos using the Internet. Their interesting approach does
not use the proximity network, and thus does not take ad-
vantage of the similar interest the users could have in the
multimedia objects. Shu and al. [19] proposed a system to
spontaneously allow groups of mobile users to share files. In
all of these works, the systems do not care about the po-
tential complementarity of some multimedia objects. Each
file is taken separately and these systems do not propose to
synchronize multimedia objects, or to download interesting
ones. Moreover, these systems do not deal with the clock de-
lays between different nodes. Finally, they do not propose a
way to sort multimedia objects according to potential user
interest.

Agarwal and al. [2] have faced similar problems with the
capture from several media sources and the display on sev-
eral destinations. They used a centralized approach, with
passive nodes, and with a master in charge of the synchro-
nization and storage of the media streams.

A lot of work has been done concerning clock synchroniza-
tion in distributed networks [20, 21]. An idea similar to
ours is shown using the probabilistic protocols in sensor net-
works [5, 3, 15]. However, their systems are not designed for
successive temporary synchronizations between two nodes,
but for the synchronization of nodes clocks in a network
whose landscape stays relatively the same. Also, because of
the propagation of the timed multimedia objects, we propose
to calculate and store the potential error in offset measure-
ment. This piece of information allows a node to measure
the offset from the best source, obtaining the smallest po-
tential error.

More closely related to collaborative capture is the Mo-
saic collaborative backup system [4]: nearby mobile devices
spontaneously collaborate to improve their data resilience.
However, in contrast to collaborative capture, nodes do not
have to interpret the meaning of data fragment (which are
scrambled for security and privacy).

6. CONCLUSION AND FUTUREWORKS
This paper has presented the novel concept of collaborative
multimedia capture in a mobile wireless local network. This
concept consist of capturing an event with several mobile
capture devices, and exchanging and synchronizing the re-
sulting multimedia objects to increase the global quality of
the event capture. We proposed an architecture to man-
age metadata of the multimedia objects, to share multime-
dia objects, and to encourage users to collaborate. We also
provide a protocol of timestamp calibration to get rid of
the delays between the different hardware clocks of different
mobile nodes. A novelty in wireless clock synchronization is
the concept of precision estimation stored in the multimedia
objects metadata. This information allows the best source
to estimate a new timestamp to be chosen for multimedia
objects.

This architecture has been simulated in a scenario of cap-



turing of a public event. Our results show that an implicit
geolocalized virtual storage spontaneously emerges from the
crowd of mobile users. We also have evaluated the precision
of the offset calculation in a real WiFi network. The results
show that the error is acceptable, compared to the human
perceptible delay of sound and video synchronization.

In further works, we intend to improve the error estima-
tion, in particular by compensating the drift between the
hardware clocks. More research could also be done con-
cerning privacy and security. Indeed, users might want to
choose which multimedia objects should be public, which
ones should be semi-private (for friends or co-workers), and
which ones should be private. This is crucial when the cap-
tured event is not a public event, like a birthday or a meeting
at work. Further research is needed on the energy consump-
tion of a system like this. In mobile computing, the ter-
minals do not have infinite energy and the use of wireless
networks can be expensive in terms of energy consumption.
Reducing the usage of the network is a way to reduce energy
consumption. Further research should also be performed on
the idea of incentives and how they would affect a system
such as this. For example, in some P2P networks, users
can download multimedia objects without sharing their own.
How would encouraging users to share their own multime-
dia objects change the usage model of this system? Finally,
we are investigating spatial coherence of other type of dis-
tributed capture, in particular the problem of global coher-
ence of geotagged photo collections.
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