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Abstract. This work is to detect and prevent unprecedented data identified from 
lightweight resource constraint mobile sensor devices. In this work, event or 
error detection technique of Traag et. al., local-global outlier algorithm of 
Branch et. al., Teo and Tan’s protocol of group key management and Cerpa et. 
al protocol of Frisbee construction are integrated and modified for lightweight 
resource constraint devices [20][22]-[24]. The proposed technique in this work 
is better than other techniques because of: (a) scalability, (b) optimization of 
resources, (c) energy efficient and (d) secure in terms of collision resistant, 
compression, backward and forward secrecy. The deviations in modified form 
of proposed mechanism are corrected using virtual programmable nodes and 
results show that proposed scheme work with zero probability of error and 
attack. 

Keywords: lightweight, outlier, anomalies, security, key management, 
MANET. 

1 Introduction 

Mobile Ad Hoc Networks (MANETs) consist of self configuration, infrastructure 
less, short range wireless technology, dynamic topology and mobile or semi-mobile 
devices. Various applications of MANETs are:   Vehicular Ad-Hoc Networks 
(VANETs), house-hold appliances, military purposes, commercial security devices, 
peer to peer applications, mobile game programming etc. Major challenges of these 
types of networks are: security constraints, scarcity of resources, limited bandwidth 
availability, small subnets, traffic overhead, high processing cost etc. Since MANETs 
frequently and dynamically changes subnets thus these low capacity devices demand 
lightweight or ultra lightweight cryptographic implementation. According to Moore’s 
law, only 30% resources are available for cryptographic primitives. Various security 
primitives need to be integrated within available resources for resource constraint 
mobile nodes are [1]: 
 

• Availability: ensures that nodes should be available for communication despite 
of any worst conditions. 



 Outlier Detection and Treatment for Lightweight Mobile Ad Hoc Networks 751 

 

• Confidentiality: ensures the security breach of information during 
communication should not be compensated at any cost. 

• Integrity: guarantees that message or user authentication information is 
never corrupted. 

• Authentication: ensures that impersonation, masquerading and interference of 
resources, user identities and sensitive information should not be tolerated. 

• Authorization: ensures that resource or information is trusted and collision 
resistant. 

• Key Management: promises that key generation, transportation, confirmation 
and renewing is proper, secure and fast. 

• Non-repudiation: convince the source node from not betray from sending 
information and other nodes about compromised source node. 

Other security factors that need to be taken care of are: frequent key contributiveness, pre-
image resistant, information distortion, message replay, active or passive attacks etc. This 
work is in continuation of work done to secure the MANET with respect to 
confidentiality, integrity, authentication & authorization and key management for resource 
constraint devices [23]. In this work, concentration is drawn towards availability of nodes 
for communication despite of attacks or corruption. Intrusion is an important security 
breach and is meant to compromise the cryptographic primitives like: availability, 
confidentiality, integrity, key management. Non-availability of nodes is mainly due to 
outliers or anomalies created inside the network [2]. The outliers or anomalies are the 
deviations of data as compared to normal data in order to gain some advantage. 

The rest of the paper is organized as follows. Section 2 provides introduction to 
anomalies and classification of various outlier detection techniques. Section 3 describes 
the proposed approach to distinguish between an error or an event based on Markov 
chain and proposed local-global outlier detection algorithm. Section 4 describes the 
experimental setup, performance analysis of proposed algorithm, verification and 
validation of results and algorithm correction. Section 5 presents the conclusion.  

2 Related Work 

2.1 Outliers in Sensor Based Networks 

Various sources of outlier in sensor networks are: (a) Fault detection, due to 
hardware, software or environmental anomalies [3-4], (b) automatic event detection, 
due to uncertainty in data [5-6], [11-12] and (c) intrusion detection, due to deviation 
from regular system usage in order to compromise security primitives [7-9]. These 
anomalies can occur at data, node or network levels [10].    

2.2 Outlier Detection Techniques 

In the literature, outlier detection techniques can be classified into various categories: 

First classification is based on node, network or data based outliers. Node based 
outliers occur from internal system calls with sequential data [13]. Network based 
outliers occur from network generated socket calls and data based outliers are because 
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of calculation errors. Various node, network and data level detection techniques are: 
statistical techniques based methods, models based methods, state machine based 
methods, neural network based, rule based systems etc.  

Second classification is based on: (a) data attributes and its correlation, (b) local or 
global views of outliers, (c) error, event or attack based outliers, (d) degree of deviation 
from normal data and (e) supervised, semi-supervised or unsupervised data. Various 
detection techniques used to analyze outliers based on above classification can be 
categorized as: (a) statistical based techniques, (b) nearest neighbor based, (c) 
clustering based, (d) bayesian network based, (e) spectral decomposition based etc. 
Statistical based techniques can have the knowledge about data. For example, Gaussian 
based techniques. Statistical techniques without prior data information are: kernel 
based or histogram based [14]. Well known nearest neighbor based technique is single 
hop Frisbee construction technique [24].Other non-statistical techniques are: network 
intrusion detection, neural network based etc. 

Third classification is based on supervised or unsupervised detection mode. Supervised 
data techniques have prior knowledge about data sets consisting of information about 
anomalies and normal data. Unsupervised techniques do not have any prior 
information about data sets. For example, supervised techniques are: Bayesian network 
based, SVM based and unsupervised techniques are: statistical based, knowledge 
based, neural network based, fuzzy logic based, Markov or Hidden Markov Model 
(HMM) based, nearest neighbor based, clustering algorithm based etc [15][16][30]. 

Fourth classification is based on: (a) distance based, (b) density based, (c) machine 
learning or soft computing based. Distance based outlier detection are based on 
distance between selective node’s attributes from the data set taken into consideration. 
For example, Hawkin outlier [17] and DB outlier technique [18]. Popular density based 
outlier techniques are: LOF, RDF, natural outlier based etc [31]-[33] and machine 
learning based technique is: SVM. 

Fifth classification is based on: (a) local outlier, (b) global outliers, (c) semi global 
outliers, (d) distributed global outliers and (e) semi-global distributed outlier detection 
mechanism. In these outlier detection techniques local views of neighbors are collected 
to form a local view and then these views are further broadcasted to global nodes [20].  

In this work, hybrid approach is developed for lightweight devices. Lightweight 
protocol are identified and integrated in order to get energy efficient, optimized and 
scalable solution for resources constraint mobile sensor devices. First an approach of 
distinguishing between an event and an error for a mobile node is proposed using 
Markov chain, which is based on Traag et. al. technique [25]. A lightweight local-
global outlier detection mechanism is integrated with modified Teo and Tan’s protocol 
for anomaly score calculation [20]. In order to validate the results, automated security 
tools are studied and two tools are used for experimental evaluation [34].  

3 Proposed Approach 

3.1 Assumptions and Premises 

Let ‘R’ be the region selected for observation at starting time TS to ending time TE 
during a week of observation wo. Let TWIN is the time window [TS, TE] of a complex 
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event. ௐܶூே௢  be time window during week 1 to W. Furthermore, a node made message 
communication or acting as router ‘ROU’. Let node has started message 
communication MC1…….MCn during time TC1….TCn and routing ܴܱ ଵܷெ……… ܴܱܷ௡ெ at time TROU1….TROUn in time window TWIN. ܥܤܱܯଵሺቀ௫భ೔ ,௬భ೔ ቁ……൫௫భ೙,௬భ೙൯ … … ଵሺቀ௫భ೔ܥܤܱܯ .… ,௬భ೔ ቁ……൫௫భ೙,௬భ೙൯

 be the mobility of nodes during 

message communication and ܱܴܤܱܯ ଵܷሺቀ௫భ೔ ,௬భ೔ ቁ……൫௫భ೙,௬భ೙൯ሻ … … ܱܴܤܱܯ .… ଵܷሺቀ௫భ೔ ,௬భ೔ ቁ……൫௫భ೙,௬భ೙൯ሻ
 be the mobility of nodes during routing. Following are the 

steps to be followed in order to calculate anomaly score.  
 

1. Find the probability that a mobile node is following a particular path. 
 

Let P(i, j) be the probability of any mobile node MNx to move from ܯ ௭ܰሺ௫೔,௬೔ሻ ܯ ݋ݐ ௭ܰሺ௫೥,௬೥ሻ, where zϵ[1…n].  
 

According to Markov chain, a probability of following a path through states ݏଵሺ௫భ,௬భሻ to  ݏ௡ሺ௫೙,௬೙ሻ is calculated as: 

P(ݏଵሺ௫భ,௬భሻ, ݏଵሺ௫మ,௬మሻ…..  ݏ௡ሺ௫೙,௬೙ሻ) = ݏଵሺ௫భ,௬భሻ, ݏଵሺ௫మ,௬మሻ…..  ݏ௡ሺ௫೙,௬೙ሻ = P(ݏଵሺ௫భ,௬భሻ ൌݏଵሺ௫భ,௬భሻሻ݌௫భ௫మ݌௫మ௫య … . .  ௫೙షభ௫೙=PS݌

 
With integration of communication states and routing states, probability can be 
calculated as: 

PS = P((ܵெை஻஼భሺቀ௫భ೔ ,௬భ೔ ቁ….ሺ൫௫భ೙,௬భ೙൯ሻ||ܵெை஻ோை௎భሺቀ௫భ೔ ,௬భ೔ ቁ….ሺ൫௫భ೙,௬భ೙൯ሻሻ, 

…………ሺܵெை஻஼೙ሺቀ௫భ೔ ,௬భ೔ ቁ….ሺ൫௫భ೙,௬భ೙൯ሻ||ܵெை஻ோை௎೙ሺቀ௫భ೔ ,௬భ೔ ቁ….ሺ൫௫భ೙,௬భ೙൯ሻሻ) = P(ݏଵሺ௫భ,௬భሻ = 

(ܵெை஻஼భሺቀ௫భ೔ ,௬భ೔ ቁ….ሺ൫௫భ೙,௬భ೙൯ሻ||ܵெை஻ோை௎భሺቀ௫భ೔ ,௬భ೔ ቁ….ሺ൫௫భ೙,௬భ೙൯ሻሻሻ  ݌௫భ௫మ݌௫మ௫య. . ௫೙షభ௫೙݌ . 

 
2. Find the probability that node is attending regular event in a region ‘R’. 

 
In order to find this probability, average probability of presence in a regular region 
‘R’ by mobile node ‘MN’ using TWIN is calculated as: 

ௌܲ஺௏ீ ൌ ሺ1/ሺܹ െ 1ሻ ෍ ௦ܲሺܰܯ, ܴ, ௐܶூே௩ ሻௐ௩ୀଵ,௩ୀ௪  

According to Markov chain, every next sequence is dependent upon previous states. 
Thus 

ௌܲ஺௏ீ ൌ ሺ 1ܹ െ 1ሻሺ ෍ ሺܵெை஻஼భሺቀ௫భ೔ ,௬భ೔ ቁ….ሺ൫௫భ೙,௬భ೙൯ሻ||ܵெை஻ோை௎భሺቀ௫భ೔ ,௬భ೔ ቁ….ሺ൫௫భ೙,௬భ೙൯ሻሻ  ௐ௩ୀଵ,௩ୀ௪  

.௫మ௫య݌௫భ௫మ݌ . . ௫೙షభ௫೙, R, ሺ݌ ௐܶூே………்ೄ ௐܶூே்ೄ ሻv) 

3. Detecting an event 
 

In order to find that whether an event has occurred or not, anomaly score is calculated as: 
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Anomaly Score = (ܯ ஺ܰ௖௧௜௩௘஺௧௧௘௡ௗ௘௘- (ܩܸܣሺெேಲ಴೅಺ೇಶାெேೄಽಶಶುሻ஺௧௧௘௡ௗ௘௘ )) / STDEV 

Higher event range values than threshold (>4) are considered as anomalies. 

3.2 Distributed Local-Global Outlier Detection Mechanism 

After deciding the method to distinguish between an event and an error in subsection 
3.1, strategy of how to deploy detection method is proposed in this subsection. 
Detection methods can be deployed (a) centrally or (b) distributed.  In centralized 
outlier detection deployment, it is required to collect all data at one central node and 
test it by single or group of nodes. Such a centralized mechanism has several 
disadvantages [19]: (a) expose central point of failure for system, (b) data collection 
and processing at some central point can cause end to end delays, (c) power 
consumption overhead on centralized and intermediate nodes, (d) scalability and 
robustness of network make it imperative to deploy the strategy distributed.  

3.2.1   Distributed System Setup 
The distributed system architecture consists of local view formation and global view 
formation strategies. In local view formation, a group of nodes in close vicinity form 
the view about anomaly in the data sets. These views collectively help in formation of 
weighted score for global view formation. Global view will instruct the active nearby 
nodes of Markov chain trajectory’s sensor nodes to update anomaly score. Based on 
this anomaly score, the misbehaving nodes ∑ ܯ ௜ܰ ௡௜ୀଵ    are charged for power and 
communication loss until they prove their authenticity. Neighboring nodes will 
change the view about a particular node MNi if k-neighboring nodes agree to 
authenticate the node MNi. The factor ‘k’ is calculated using distributed algorithm 
[20] and Shamir’s threshold secret sharing scheme [21].  

As shown in figure 1, in order to deploy distributed approach J. C. M. Teo and C. 
H. Tan’s approach of group formation is modified for mobile nodes[22][23]. Each 
subgroup will form a local view in terms of anomaly score and this anomaly score is 
transmitted to main group controller through subgroup controller during group key 
updating process.  If some critical updating is required then it can initiate Critical 
Updating Process (CUP) prior to group key updating process. Examples of critical 
situations are: sensor malfunctioning due to tsunami or earthquake, power failure etc. 
Algorithm for CUP is discussed in next subsection. Top layer of hierarchy consist of 
single main group and every other subgroup is controlled by subgroup controller in its 
parent directory. Virtual nodes help in formation of optimized subgroups in close 
vicinity. Each subgroup runs an algorithm at its local level called Local View 
Formation algorithm (LVFA) and main group runs Global View Formation Algorithm 
(GVFA) for anomaly score calculation. These algorithms are described in next 
subsections. 
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3.2.2   Local View Formation algorithm  
In this subsection, LVFA is proposed through which mobile sensor nodes in a 
subgroup form a generalized view about an event in a close vicinity. If anomaly score 
of an event increases a threshold limit then the error is reported to main group 
controller. In the process of error or anomaly formation, it should be taken into 
consideration that sensor nodes have scarcity of power resources and thus its losses 
should be minimized. In order to minimize the losses, “Frisbee Model” is integrated 
with Markov chain to trace the path of a mobile node and Frisbees [24]. These 
Frisbees will help to form a view about an event or calculate anomaly score at local 
and global levels. In order to implement optimal Frisbee, Teo and Tan’s group key 
management protocol is used for secure message exchange and one hop nearest 
neighbor will construct the Frisbee periphery. Figure 2 shows the construction of 
Frisbees with integration of Teo and Tan’s protocol of subgroup construction. Figure 
2a shows the possible trajectory according to Markov chain. Figure 2b shows the 
construction of Frisbee periphery using single hop neighbor based shamir’s threshold 
scheme. Figure 2c shows the sequence of Frisbees constructed during node’s mobility 
or trajectory. LVFA is developed as follows:  

 
Protocol: Local event or anomaly detection. 
Premises: Let HLi is the hierarchy of subgroups ܵ݅ܮܪ݆ܩ, where each subgroup consists 
of ‘n’ number of elements and iϵ{1,2,3…..s}, jϵ{1.2…r}. ‘h’ is the height of 
hierarchical structure such that m=nh, jth subgroup at ith layer for jϵ{0….. ni-1} is 
represented by ܵܩ௝ு௅೔, subgroup controller of jth subgroup at hierarchical layer HLi is 
represented by ܵܩௌ஼ೕு௅೔. kth member of jth subgroup at hierarchical layer HLi is 

represented as ܵܯሺ௝,௞ሻு௅೔  , where k=jn+l for lϵ{0,…..n-1}. Data compression, collision 
resistance, forward and backward secrecy is achieve through a hash function ‘H’. ܵܯ ሺܱ௝,௞ሻு௅೔  represents the outlier node in ith hierarchy. 

Goal: Form subgroups and calculate anomaly score. 
Step 1: Form initial 1-hop nearest neighbor Frisbee 

a. ܵܯሺ௝,௞ሻு௅೔  broadcasts it’s group key updating request to other nodes in the 

subgroup ܵܩௌ஼ೕு௅೔. 

Fig. 1. Virtual group/subgroup hierarchy 

Virtual member of subgroup 

Group member 
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b. Like ܵܯሺ௝,௞ሻு௅೔ ’s contribution request to update group key, all subgroup members 

will  send their primitive contributions also. 
c. ܵܩௌ஼ೕு௅೔ will decide the neighbor nodes of ܵܯሺ௝,௞ሻு௅೔  based on 1-hop criteria and 

form initial Frisbee. 
Step 2: Apply Markov chain model & found the possible Frisbee trajectory. 

a. Markov chain will give an approximation of trajectories to  be followed by 
mobile node in order to attend an event using formula: 

PS =P(ݏଵሺ௫భ,௬భሻ ൌ ௫మ௫య݌௫భ௫మ݌ଵሺ௫భ,௬భሻሻݏ … . .  ௫೙షభ௫೙݌
The best path is selected (i.e. PS =1). 

b. ܵܩௌ஼ೕு௅೔  calculate anomaly score based on scheme mentioned in subsection 3.1 

and update ܵܩௌ஼ೕு௅೔శభ  with anomaly score and trajectory followed in jth subgroup 

at ith layer.  
Step 3: Outlier node can later put a request to nearby nodes for change of their views 
based on new anomaly score. 

a. If some ܵܯሺ௝,௞ሻு௅೔ is found as sending data anomaly source then using previous 

two steps, it can be easily detected. 
b. After some time interval, if same mobile node ܵܯሺ௝,௞ሻு௅೔  want to attend an event 

then it will send a request to it’s subgroup controller. 
c. ܵܩௌ஼ೕு௅೔will use Burmester & Demesdt protocol (BD protocol) to prove the 

authenticity and shamir’s threshold mechanism to recalculate it’s anomaly 
score [21][29]. 

 

 

Fig. 2a. Possible trajectory using Markov 
model 

 

Fig. 2b. 1-hop nearest neighbor Frisbee 
formation 

 
Fig. 2c. Sequence of Frisbees formed during trajectory 

Fig. 2. Frisbee formation during LVFA 
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3.2.3   Global View Formation algorithm 
Protocol:  Global event or anomaly detection 
Premises: Same as local event or anomaly detection protocol. 
Goal: Collect anomaly scores from subgroups and broadcast opinion about 

outliers. 
Step 1:  Collecting anomaly scores from all layers. 

a. ܵܩௌ஼ೕு௅೔  of each layer will send encrypted anomaly score to its parent subgroup 

controller.  
b. This subgroup controller will send an integrated encrypted report to its parent 

subgroup controller. 
c. This process will continue until all anomaly score are collected by primary 

subgroup controller.  
Step 2: Form a global view of outlier nodes.  

a. As outlier node can attend some other events in different subgroup thus a 
generalized option about outlier nodes should be communicated to each 
subgroup controller. 

b. All outlier mobile nodes ܵܯ ሺܱ௝,௞ሻு௅೔  are identified. A report of outliers is formed 

and sends to subgroup controllers. ܵܩௌ஼ೕு௅೔sends the report to every subgroup 

controller at HLi+1 layer. 
c. At local level, views can be updated using same process as in LVFA’s step 3. 

3.2.4   CUP Algorithm 
Protocol:  Anomaly updating before renewing the group key.  
Premises: Same as local event or anomaly detection protocol. 
Goal: Collect anomaly scores from subgroups and broadcast opinion about 

outliers. 
Step 1:- ܵܩௌ஼ೕு௅೔  sends EK(“Anomaly”) to ܵܩௌ஼ೕு௅೔షభ . 

Step 2:- Step 1’s process continues until it reaches to main subgroup.  
Step 3:- Top layer hierarchy subgroup controller ܵܩௌ஼ೕு௅೔initiate the process of group 

key formation. 
 
Strengths of proposed mechanism are: (a) solution is optimized and scalable, (b) work 
with integration of lightweight encryption/decryption process, (c) energy efficient 
because of Frisbee model, (d) provide security from well known attacks.  

4 Result and Analysis 

4.1 Experimental Setup 

In order to evaluate the performance, Linux operating system is selected with ns-3 
platform and python language [26]. Number of nodes selected for analysis varies from 
50 to 200.  The parameters taken for analysis are: anomaly detection ratio (ADR), 
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wrongly calculated anomaly ratio (WCAR), average local anomaly detection ratio 
(ALADR) and average local wrongly calculated anomaly ratio (ALWCAR). ADR is 
the ratio of anomalies detected by local-global mechanism to original number of 
anomalies present in the data set. WCAR is the ratio of number of normal data 
detected as outlier to total number of anomalies. ALADR & ALWCAR are the 
average values of local subgroup’s ADR and WCAR respectively.  

Table 1. Different detection ratios to calculate success rate 

 N=50 N=100 N=200 
ADR 0.860 0.770 0.700 

WCAR 0.010 0.060 0.090 

ALADR 0.910 0.800 0.740 

ALWCAR 0.001 0.009 0.011 

 
Table 1 shows the analysis of various ratios. It can be seen that accuracy decreases 

with increase in number of nodes. Second, it is important to notice that the global 
outlier detection ratio is having errors. It means that global outliers are not getting 
scores properly. In order to correct the result following correction is made to local 
outlier detection algorithm. 

4.2 LVFA Correction 

In order to reduce the error at global level, LVFA is modified. After making this 
modification and result analysis, it is observed that this error was because of 
inactiveness of mobile nodes. In order to remove the error because of inactiveness, 
virtual node concept is added. Instead of storing local view about anomaly score at 
subgroup controller, it is stored at virtual node subgroup controller. These virtual 
nodes are the programmable nodes without any hardware as discussed in figure 1. The 
correction is as follows: 

Protocol: Local event or anomaly detection. 
Premises: Same as local event or anomaly detection protocol. 
Goal: Remove the deviation using virtual programmable nodes. 
Step 1: Same as Step 1 of local event or anomaly detection protocol. 
Step 2: Apply Markov chain model & found the possible Frisbee trajectory. 

a. Same as Step 2a of local event or anomaly detection protocol. 
b. ܵܩௌ஼ೕு௅೔  calculate anomaly score based on scheme mentioned in subsection 3.1 

and update ܵܩௌ஼ೕு௅೔శభ  with anomaly score and trajectory followed in jth subgroup 

at ith layer.  
c. ܵܩௌ஼ೕு௅೔  will send its information to virtual node subgroup controller ܸܰܵܩௌ஼ೕு௅೔ . 

Like ܵܩௌ஼ೕு௅೔  ௌ஼ೕு௅೔operate and exchange information about subgroup. Theܩܸܵܰ ,

main advantage of these virtual nodes is that these are supposed to be active 
throughout lifecycle.  
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Step 3: Outlier node can later put a request to nearby nodes for change of their views 
based on new anomaly score. 

a. If some ܵܯሺ௝,௞ሻு௅೔ is found as sending data anomaly source then using previous 

two steps, it can be easily detected. 
b. After some time interval, if same mobile node ܵܯሺ௝,௞ሻு௅೔  want to attend an event 

then it will send a request to it’s subgroup controller. 
c. ܵܩௌ஼ೕு௅೔will use BD protocol to prove the authenticity and shamir’s threshold 

mechanism to recalculate it’s anomaly score. 
d. ܵܩௌ஼ೕு௅೔  send calculated anomaly score to ܸܰܵܩௌ஼ೕு௅೔ . These virtual nodes further 

exchange information about top layer virtual subgroup controller for 
calculation of global anomaly score.  

4.3 Results Evaluation 

 

Fig. 3. Delay Comparison of proposed mechanism over MANET routing protocols 

 

Fig. 4. Power vs Throughput comparison over MANET routing protocols 
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After making LVFA correction, it is found that error or deviation is negligible. 
Further, in order to evaluate the performance various parameters taken into the 
considerations are: end to end delay, throughput, jitter and power consumption. 
Figure 3 and Figure 4 shows that Ad On-demand Distance Vector (AODV) routing 
protocol is having minimum average value of end to end delay, jiiter, power 
consumption as compared to Dynamic Source Routing (DSR) and Destination 
Sequenced Distance Vector (DSDV) routing protocols. Since proposed protocol is 
also an on-demand protocol thus it resembles with the operations of AODV routing 
protocols and provide good amount of throughput. AODV and DSR are reactive 
routing protocols. Out of these two protocols, DSR is providing continuous increase 
in end to end delay than AODV because in proposed scheme single hop neighbor 
discovery protocol is used which is similar to the scheme used in AODV.  

4.4 Verification and Validation 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 5. ProvVerif results showing passing of all tests 

Process: 

 [Process] 

--- Query  [Query] 

Completing……… 

Starting query [Query] 

Goal [un] reachable: [Goal] 

Abbreviations: 

……………. 

……………. 

[Attack derivation] 

……………. 

RESULT  not  attacker(secret SG NSG []) is true 

RESULT  not  attacker(secret SM NSM []) is true 

RESULT  not  attacker(secret SMO NSMO []) is true 

RESULT  not  attacker(secret VNSG NVNSG []) is true 

RESULT inj –event (endHLiparam(x_1400)) ===> inj-event (beginHLi(x_1400)) is true 

RESULT inj –event (endSMiparam(x_1589)) ===> inj-event (beginSMi(x_1589)) is true 

RESULT inj –event (endSGiparam(x_1623)) ===> inj-event (beginSGi(x_1623)) is true 

RESULT inj –event (endSMOiparam(x_1801)) ===> inj-event (begin SMOi(x_1801)) is true 

RESULT inj –event (endSMOiparam(x_1945)) ===> inj-event (begin SMOi(x_1945)) is true 
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In this subsection, automated verification tools AVISPA and ProVerif are used to 
verify that protocol is protected from attacks or corruption [27][28]. These tools are 
used to graphically test various points of protocol failure under the inspection of 
different probability models. AVISPA check the security of protocols using HLPSL 
specification language. After checking against man in the middle, replay and denial of 
service attacks, it is found that tests have given “no attacks found” results. This 
validates that local and global outlier mechanism is secure. Figure 5 shows the results 
of proposed mechanism using ProVerif. ProVerif is used to test the backward and 
forward compatibility. Here backward compatibility means previous key will not help 
the attacker to find new key for any node. Here, if some attacker is able to find the 
key then it can easily manipulate the messages. Those messages will be considered as 
anomalies. Similarly, forward compatibility means if new key or keys are leaked then 
past key should be secure. This process can again generate anomaly data by an attack. 
Results show that protocol is secured from both backward and forward corruption.  

5 Conclusion 

In this work, Traag et. al., Branch et. al., Teo and Tan and Cerpa et. al. protocols of 
event detection in mobile phones, local-global algorithm for anomaly view formation, 
group key management and Frisbee construction protocols respectively are integrated 
and modified for lightweight resource constraint devices. After observing the error of 
3 to 5 % in anomaly detection, correction to LVFA is made and result are verified 
using two automated verification and validation tools: AVISPA and Proverif.  Results 
shows that proposed mechanism work efficiently with AODV routing protocol and 
with no attack. 
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