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Abstract. Stuttering is a fluency disorder characterized by the occur-
rences of dysfluencies in normal flow of speech, such as repetitions, pro-
longations and interjection and so on. It is one of the serious problems
in speech pathology. The goal of this paper is to present experimental
results for the classification of three types of dysfluencies such as sylla-
ble repetition, word repetition and prolongation in stuttered speech. The
three speech parameterization techniques :Linear Prediction Coefficients
(LPC), Linear Prediction Cepstral Coefficients (LPCC) and Mel Fre-
quency Cepstral Coefficients (MFCC) are used as speech feature extrac-
tion methods. The performance of these parameterization techniques are
compared using the results obtained by thorough experimentation. The
speech samples are obtained from University College London Archive of
Stuttered Speech (UCLASS). The dysfluencies are extracted from these
speech samples and used for feature extraction. The multi-class Sup-
port Vector Machine (SVM) is employed for the classification of speech
dysfluencies.

1 Introduction

Speech is one of the effective ways of communication between people. The basic
purpose of speech is to send and receive a message in the form of language
communication. Even speakers who are normally fluent experience dysfluencies
due to emotional, physiological or psychological factors. Speaker is dysfluent
when involuntarily repeating a word, prolonging a word, forgetting a word mid
utterance, or interjecting too many “uh’s” and “um’s” during speech.

Stuttering is a sort of fluency disorder that sways the flow of speech. Approxi-
mately about 1% of the community is suffering from this disorder and has found
to affect four times as many males as females[25,5,24,2]. The most perceptible
attribute of this disorder is the production of certain types of delinquencies in
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Table 1. Type of Dysfluencies with Example

Type of Dysfluencies Example

Repetition

Whole word “What-what-what are you doing”

Part word “What t-t-t time is it?”

Prolongation

Sound/ syllable “I am Booooobbbby James”

Interjection (Filled pauses)

Sound/syllable “Um – uh -well, I had problem in
morning”

Silent pauses

Silent duration within “I was going to the [pause] store”
speech considered normal

Broken words

A silent pause with in words “it was won[pause]derful”

Incomplete phrase

Grammatically in complete “I don’t know how to . . . .
utterance let us go, guys”

Revisions

Changed words, ideas “There was a dog, no rat named
Arthur”

the flow of speech. Dysfluencies are disturbances or breaks in the smooth flow of
speech. This disorder is characterized by following major types of dysfluencies
such as repetitions, prolongations, interjections, broken words etc. Examples of
these dysfluencies are recorded in Table 1. Stuttering is the subject of interest
to researchers from various domains like speech physiology, pathology, psychol-
ogy, acoustics and signal analysis. Therefore, this subject is a multidisciplinary
research field of science.

In conventional stuttering assessment method Speech Language Pathologists
(SLP) classify and count the occurrence of dysfluencies manually by transcribing
the recorded speech. These types of assessments are based on the knowledge and
experience of speech pathologists. However, making such assessment are time
consuming, subjective, inconsistent and prone to error [23,11,10,18,6]. Therefore,
it would be sensible if stuttering assessment is often done through classification of
dysfluencies using speech recognition technology and computational intelligence.
The dysfluent speech processing is one of the areas, where research remains
substantially ongoing.

In the last two decades, several studies [1,15,16,11,10,3] have been carried out
on the automatic detection and classification of dysfluencies in stuttered speech
by means of acoustic analysis, parametric and non-parametric feature extrac-
tion and statistical methods. Which facilitate SLPs for objective assessment of
stuttering. In[1], author used Artificial Neural Network (ANN) and rough set to
detect stuttering events yielding accuracy of 73.25% for ANN and about 91%
for rough set. The authors of [15,16] proposed Hidden Markov Model (HMM)
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based classification for automatic dysfluency detection using MFCC features and
achieved 80% accuracy. In [11], automatic detection of syllable repetition was
presented for objective assessment of stuttering dysfluencies based on MFCC and
perceptron features. An accuracy of 83% was achieved. Subsequently in[10],same
author obtained 94.35% accuracy using MFCC features and SVM classifier. Au-
thors of [3] achieved 90% accuracy with Linear Discriminant Analysis (LDA),
k- Nearest Neighbor (k-NN) and MFCC features. In[13] the same author used
similar classifiers, LDA and k-NN for the recognition of repetitions and prolon-
gations with Linear Predictive Cepstral Coefficient (LPCC) as feature extraction
method and obtained the best accuracy of 89.77%. In [19]our previous work, we
have developed a procedure for classification of dysfluency using MFCC feature
and k-NN classifier and obtained best accuracy of 97.78% for k=5.

Investigation of the literature shows that, different feature extraction and clas-
sification algorithms have been proposed. Most of these methods concentrate on
classification of syllable repetition dysfluency. In few works[5,3,9] classification
of prolongation is also considered. However, stuttering is characterized by dif-
ferent dysfluencies as listed in Table 1. There are no attempts in literature for
classifying two forms of repetition such as syllable and word repetition.

Therefore, in this work we are proposing LPC, LPCC and MFCC based speech
parametrization techniques to classify three types of dysfluencies such as syllable
repetition, word repetition and prolongation. The Multiclass SVM is employed
for classification of dysfluencies. The comparative analysis of the these parame-
terization techniques are presented.

2 Database

The speech database was acquired from UCLASS[17,22]. It contains recordings
of stuttered speech. This database is freely available to assist people doing re-
search in the area of stuttered speech. We have selected 20 sound recordings
for experimentation. These twenty speech files include 10 male and 10 female
speakers with age ranging from 11 to 20 years. The samples were selected with
intent to cover a wide range of age and stuttering rate.

3 Methodology

The classification system aims to identify the different types of dysfluencies such
as syllable repetition, word repetition and prolongation. The system performs
thorough analysis of speech signal by extracting features which contain charac-
teristic information of dysfluencies. The SVM classifier is used to classify different
types of dysfluencies. Our classification system has four modules : segmentation,
pre-processing, features extraction and classification as shown in Figure 1.

3.1 Segmentation

The collected speech samples of UCLASS database are analyzed to identify
and segment the dysfluencies manually, which is tedious but straight forward
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Fig. 1. Block diagram of classification

approach[[11,10]. The segmented speech syllables are subjected to feature ex-
traction. We segmented three types of dysfluencies such as syllable repetitions,
word repetitions and prolongations from speech samples.

3.2 Speech Signal Pre-processing

The speech signal pre-processing is performed to enhance the accuracy and effi-
ciency of the feature extraction process. This phase is common for all the feature
extraction methods as shown in Figure 2. This is carried to spectrally flatten the
signal. A pre-emphasis filter is a simple first order high pass filter used to flatten
the signal[12]. Typically the first order FIR filter is used as transfer function.
The z-transform of the filter is given by

H(z) = 1− ā ∗ z−1, 0.9 ≤ a ≤ 1.0 (1)

The output of the pre-emphasis network s̄(n) is related to the input of network
s(n), by difference equation:

s̄(n) = s(n)− ās(n− 1) (2)

The output of pre-emphasized signal s̄(n) is divided into frames of N samples.
Adjacent frames are sampled by M samples, in order to analyze each frame in
the short time instead of analyzing the entire signal at once[9]. If xl(n)is the
lthframe and there are L frames within entire speech signal, then

xl(n) = s(Ml + n), n = 0, 1, . . . , N − 1 and l = 0, 1, . . . , L− 1 (3)

The Hamming window is applied to each frame, which has the form :

w(n) = 0.54− 0.46cos

[
2πn

n− 1

]
, 0 ≤ n ≤ N − 1 (4)
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3.3 Speech Parameterization

Speech parameterization is an important step in speech recognition systems. It is
used to extract significant features from speech samples. Feature extraction is to
convert an observed speech signal to some type of parametric representation for
further investigation and processing. Three speech parameterization techniques
were employed in this study, namely LPC, LPCC and MFCC.

LPC and LPCC. LPC is one of the most prevailing speech analysis technique.
The steps involved in computation of LPC is shown in Figure 2. The LPC model
is based on a mathematical approximation of the vocal tract represented by tube
of a varying diameter. The key characteristic of LPC is, given the speech sample
at time n, ŝ(n) can be predicted as linear combination of past p sample values.
Where p represents order of the LPC[12].

ŝ(n) =

p∑
i=1

ais(n− i) (5)

The prediction error e(n) at any time is the difference between the actual and
the estimated sample value, given by

e(n) = sn − ŝ(n) (6)

= sn −
p∑

i=1

ais(n− i) (7)
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In our work LPC with autocorrelation method is applied to each frame of win-
dowed signal as given in [12], given by equation 8 and 9

r(m) =

N−1−m∑
i=1

x(n)x(n +m), m = 0, 1, . . . p (8)

where the autocorrelation function is symmetric, as a result the LPC equations
can be stated as

p∑
m=1

r(| m− k |)am = r(m), 1 ≤ m ≤ p (9)

LPCC is Linear Prediction Coefficients (LPC) represented in the cepstrum do-
main [7]. These are the coefficients of the Fourier transform representation of
the log magnitude spectrum. After obtaining LPC we compute Cepstral Coef-
ficients(CC). LPCC can be derived directly from the LPC coefficients set. The
recursion used is defined as follows :

cm = am +

m−1∑
k=1

(
k

m

)
· ck · am−k 1 ≤ m ≤ p (10)

cm =

m−1∑
k=m−p

(
k

m

)
· ck · am−k m > p (11)

cm- Cepstral coefficients, am- Predictor coefficients, k - 1 < k < N − 1, p - pth
order.

MFCC. The MFCC is one of the popular speech parameterization technique
and most commonly used feature for speech recognition. It produces a multidi-
mensional feature vector for every frame of speech. In this study we have con-
sidered 12 MFCCs. The method is based on human hearing perceptions which
cannot perceive frequencies over 1KHz. In other words, MFCC is based on known
variation of the human ear’s critical bandwidth with frequency[14]. The block
diagram for computing MFCC is illustrated in Figure 2.

In first step, Fast Fourier Transform(FFT) is applied to pre-emphasized signal
to convert each frame of N samples from time domain to frequency domain.
Then, a set of triangular filters also called Mel-scale filters are used to compute
a weighted sum of filter spectral components and the output of the process
approximates to a Mel scale. The Mel frequency scale is linear up to 1000 Hz
and logarithmic there after[20]. The Mapping of linear frequency to Mel scale
is represented by the following equation (12). In final step log Mel spectrum is
converted back to time domain using Discrete Cosine Transform (DCT). The
outcome of conversion is called MFCCs.

mel(f) = 2595log10

(
1 +

f

700

)
(12)
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In this study, 12 LPC, LPCC and MFCC were extracted to classify the three
types of dysfluencies, namely syllable repetition, word repetition and prolonga-
tion in stuttered speech.

3.4 SVM Training and Classification

We have used SVM method for classifying three different types of dysfluencies.
A SVM is a classification technique based on the statistical learning theory[21,4].
It is supervised learning technique that uses a labeled data set for training and
tries to find a decision function that classifies best the training data. The purpose
of the algorithm is to find a hyperplane to define decision boundaries separating
between data points of different classes. It is commonly used in pattern recog-
nition and classification problem. It gives good classification performance with
limited training data compared to other classifiers. The hyper plane equation is
given by

wTx+ b (13)

where w is weight vector and b is bias.
Given the training labeled data set{xi, yi}Ni=1with xi ∈ R

d being the input
vector and yi ∈ {−1,+1} .Where xiis input vector and yi is its corresponding
label[8]. SVMs map the d-dimensional input vector x from the input space to
the dh- dimensional feature space by non-linear function ϕ(·) : Rd → R

d
h. Hence

hyperplane equation becomes

wTϕ(x) + b = 0 (14)

with b ∈ R and w an unknown vector with the same dimension as ϕ(x). The
resulting optimization problem for SVM, is written as

min
w,ξ,b

j1(w, ξ) =
1

2
wTw + c

n∑
i=1

ξi (15)

such that
yi(w

Tϕ(xi) + b) ≥ 1− ξi, i = 1, . . . , N (16)

ξi ≥ 0, i = 1, . . . , N (17)

The constrained optimization problem in equation 15, 16 and 17 is referred as
the primal optimization problem. The optimization problem of SVM is usually
written in dual space by introducing restriction in the minimizing function using
Lagrange multipliers. The dual formulation of the problem is

max
α

m∑
i=1

αi − 1

2

N∑
i,j=1

αiαjyiyj(xi, xj) (18)

subject to αi ≥ 0 for all i = 1, . . .m and
∑m

i=1

αiyi = 0.
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Thus, the hyperplane can be written in the dual optimization problem as :

f(x) = sgn

[
m∑
i=1

yiαi (xi, x) + b

]
(19)

Multiclass SVM. In this study multiclass SVM classifies given testing sample
to one of the three classes. There are several methods for dealing with multiple
classes. In the current work we use “one vs rest” method where, element that
belong to a class are differentiated from the other. We calculate an optimal
hyperplane that separates each class from the rest of the elements.

To get classification of N classes, a set of binary classifiers are constructed
where each training separates one class from the rest. After that we combine
them by doing the multiclass classification according to the maximal output
before applying the sgn function, that takes a form

arg max
j=1,...M

gj(x), where gj(x) =

m∑
i=1

yiα
j
ik(x, xi) + bj (20)

and
f j(x) = sgn(gj(x)) (21)

This has a linear complexity as for N classes we compute N hyperplanes. In our
study we have 3 classes and we compute 3 hyperplanes.

4 Experimental Results

As explained in the section 2, speech samples are selected from UCLASS
database. From the selected speech samples, we have created 150 speech seg-
ments of syllable repetition, word repetition and prolongation. Using these set
of segments, we created a training and a testing group. The 80% of the segment
is used for training and 20% for testing. The Table 2 shows the distribution of
speech segments for training and testing.

To extract features form the speech samples, we have considered three speech
parameterization techniques namely LPC, LPCC and MFCC. The experiment is
conducted independently for each of the features by considering the same data

Table 2. The speech data

Speech segments Training Testing

Syllable repetition 50 40 10

Word repetition 50 40 10

Prolongation 50 40 10

Total 150 120 30
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as given in Table 2. We use SVM for the classification of dysfluencies and the
total 60 speech segments are divided into 3 classes. In each experiment, we chose
80% of each class as the training set and remaining 20% as the testing data.
The experiment was repeated 3 times, each time different training and testing
sets were built randomly. The average accuracy of each type of dysfluencies were
compared and reported in Figure 3.

Table 3 shows the classification result for syllable repetition, word repetition
and prolongation with three different types of feature extraction techniques for
three different set. It also shows the average accuracy of three dysfluencies for
each set and overall average accuracy for LPC, LPCC and MFCC.

Table 3. The average classification accuracy of LPC, LPCC and MFCC using
multiclass SVM

LPC LPCC MFCC

Dysfluencies Set 1 Set 2 Set 3 Set 1 Set 2 Set 3 Set 1 Set 2 Set 3

Syllable repetition 60% 60% 80% 100% 80% 100% 100% 80% 100%

Word repetition 60% 80% 60% 80% 90% 100% 60% 80% 80%

Prolongation 80% 100% 100% 100% 100% 80% 100% 100% 100%

Accuracy 66.00% 80.00% 80.00% 93.00% 90.00% 93.00% 86.00% 86.00% 93.00%

Avg Accuracy 75.00% 92.00% 88.00%

Fig. 3. Average classification of each dysfluencies for LPC, LPCC and MFCC features

5 Conclusion

In this work, effectiveness of three speech parameterization techniques such as
LPC, LPCC and MFCC are investigated in categorization of syllable repetition,
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word repetition and prolongation dysfluencies in stuttered speech. Multiclass
SVM is used to perform classification. The recognition accuracy for parameteri-
zation techniques such as LPC, LPCC and MFCC is 75.00%, 92.00% and 88.00%
respectively for all the three dysfluencies.

The experimental results demonstrate that the LPCC and SVM based sys-
tem slightly outperforms because it has more discriminating capability. There is
enough scope for extending the SVM with different kernel function to experiment
on a larger corpus of dysfluent speech samples as part of future investigation.
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