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Abstract. In this article, we present two studies that pave the way towards a 
mobile implementation of the WAAVES certified medical image compression 
encoder. On the algorithmic side, we compared three techniques to increase the 
compression rate. The obtained results show a significant bit-rate reduction, 
around 40% with respect to the WAAVES encoder, while keeping the same 
visual quality. On the architectural side, we describe the HW/SW co-design of an 
architecture implemented in a FPGA platform. By using code profiling, critical 
portions of the code were identified, then two methods for hardware acceleration 
were used to implement the critical part of the coder. The tests were done on a 
StratixIVGX230 FPGA and the results showed that HW/SW co-design could 
achieve up to 20x performance gain in the critical portion. The combination of 
these results demonstrates the feasibility of a mobile implementation of the 
WAAVES certified medical image coder suitable for e-health applications. 
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1 Introduction 

Nowadays, medical images are becoming an important source of information for a 
medical expert to realize a diagnosis. But their size is growing continuously to provide 
more accurate information. In addition, some examination such as endoscopy or 
angiography, use video imaging, thus increasing tremendously the amount of data and 
hence the need for their compression. Fortunately, there is a clinically validated 
compression algorithm that reduces with a big ratio the volume of images while ensuring 
sufficient quality for medical diagnosis: this is the WAAVES coder developed by  
CIRA [1]. The basic steps used in its compression scheme include Discrete Wavelet 
Transformation (DWT) and quantization followed by entropy coding to encode the 
resulting coefficients. This solution is compatible with DICOM (Digital Communications 
in Medicine). It was certified as a Medical Device. 
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The challenge today is to give access to these medical images remotely on embedded 
terminals with low computing power through low bandwidth networks. On the one 
hand, to address the network bandwidth limitation, we propose to improve the 
compression performance of the original WAAVES algorithm. Specifically, in the case 
of video imaging, our approach is to divide the medical images flow into images of 
reference and images of difference that are then compressed by the WAAVES coder. 
On the other hand, to address the low computing power of embedded platforms, we 
propose a dedicated architecture and we developed an efficient HW/SW co-design 
technique for real time execution of MMWAVES on embedded terminals.  

This article is organized as follow: section 2 presents our masking algorithm principle. 
Next, we describe MMWAVES and give the compression performances results. In 
section 3, we describe the real-time image acquisition hardware interface and the 
HW/SW co-design architecture for WAAVES encoder. Next, we present the 
optimization of performance by using NIOS Custom Instructions and Hardware 
Accelerator IPs. The implementation results in terms of time partition are discussed in 
section 8. Finally, we conclude the paper and present future work. 

2 MMWaaves 

To increase the compression rate for video sequences, our approach is to combine a 
motion detection algorithm with WAAVES to create the MMWaaves coder (Motion 
Mask WAAVES) as shown in Figure 1. More specifically, we divide the medical 
images flow into images of reference and images of difference and we use a masking 
technique based on Markov models to reduce the difference images noise. This 
technique was introduced, patented and validated in previous works [2][3] with 
different video coders (MJPEG2000, H264) and it achieved good results for generic 
video benchmarks. We describe the motion detection in section 2.1. 

 

Fig. 1. Mask Motion Waaves 

For the masking algorithm, three techniques were studied: the difference, substitution 
and Exclusive-or. The difference means that, when we get a “1” pixel in the binary mask 
map, we write in the output image the difference between the same pixel in the 
reference and in the current image. The substitution means that, when we get a “1” pixel 
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in the binary mask map, we write in the output image the same pixel in the current 
image. The Exclusive-or means that, when we get a “1” pixel in the binary mask map, 
we write in the output image the exclusive-or between the same pixel in the reference 
and in the current image. The performances achieved for these three techniques on a set 
of medical images will be given in the following. 

At first, we reworked a model using the potential functions foreseen by the 
detection of motion combining the spatial and temporal information [5][6][7]. It is 
composed of two distinct steps: the first consists of a preprocessing phase through 
which the variance is determined. The absolute value of the difference matrix is then 
calculated and binarized by setting a threshold. 

The second grouping algorithm of the ICM to update the binary state of the pixels 
of difference (moving or not) which is made site by site in the sense that every change 
in state is taken immediately into account in the relaxation of the neighboring site. In 
this way, it will allow the convergence to the first minimum of the energy function. In 
order to calculate the energy, one must know the state of the pixels belonging to a 
neighborhood defined by eight spatial neighbors and two temporal neighbors. The 
principle of this algorithm is presented in Figure 2. 

To choose one of these three techniques, we proposed a multi-criteria performance 
evaluation based on an objective measure (PSNR, SNR) and a psycho visual measure 
(SSIM index). Tests were carried out using 512x512 images. We applied a subtraction  
 

 

Fig. 2. Masking technique 

   
                              (a)                                                                (b) 

Fig. 3. (a) Threshold impact on PSNR (b) Threshold impact on SSIM 
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operation between the reference image and the current image and we computed the 
mask using the Markov model. To measure the performance of the quality of the 
image, we applied these two metrics.  

Figure 3(a) summarizes the impact of the binarization on the PSNR evolution. 
Firstly, we notice that we find the best PSNR, equal to 46, using a threshold equal  
to 5. Secondly, we remark that PSNR’s values are almost identical for the various 
techniques. This is due to the use of the same motion bitmap. 

However, for medical images, PSNR metric does not accurately reflect image 
quality as perceived by a clinician. Thus we used the index of structural similarity 
SSIM[8][9] as a metric measuring the psycho visual quality of image. SSIM has a 
value between 0 and 1 that indicates the correlation with respect to the source, where 
1 indicates a perfect correlation. The diagram in Figure 3(b) summarizes the results 
giving the impact of the binarization threshold on the evolution of the SSIM index. 
We showed that the reconstructed images using a threshold equal to 5 got the best 
quality. This confirms the measurements obtained previously using the PSNR metric. 

Finally, we made a comparison between the compression of masked images 
(difference, substitution, Or Exclusive) and the compression of the original images 
(Figure 4(a)).  

 

      
                               (a)                                                            (b) 

Fig. 4. (a) Waaves compression (b) Threshold Influence on evolution of compression ratio 

The diagram in Figure 4(b) shows the impact of the binarization threshold on the 
compression ratio of the different images. We note that we got a loss of compression 
performances using the exclusive-or technique. However, we got a gain that varied 
between 21% for the substitution technique and 42% for the difference technique 
using a threshold equal to 5. The gain could reach 50% for other sets of test images.  

In conclusion, the results demonstrate that a significant gain in compression rate 
can be achieved while preserving the image quality performances. 

3 Embedded Encoding System 

To embed the Waaves and MMWaaves algorithms, we need to accelerate their 
execution on an embedded terminal. To realize this task, we preliminary use an 
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experiment platform with a camera and a FPGA Altera StratixIV GX230 that was 
chosen for its outstanding benchmarking in terms of density, performance and power 
consumption among 40-nm FPGA family. 

The diagram of our camera system platform is briefly presented in Figure 5(a), the 
FPGA is connected with off-chip devices trough GPIO, such as a 5-megapixel CMOS 
camera that provides digital raw image data and a VGA monitor to display the 
compressed then uncompressed images. The camera controller component provides 
an interface between the Cmos camera and the FPGA to send the acquired real time 
image data to the memory buffer and further to an external DDR, while the VGA 
controller allows transferring data from the memory buffer to the VGA monitor for 
visualization. The DDR controller is composed of two DMA modules which allow 
circular transfer between the on chip FIFO and the external DDR memory. 

 

                    
                                        (a)                                                                        (b) 

Fig. 5. (a) Camera system  (b) A generic SOC system 

4 HW/SW Co-design Encoding System 

A generic system on chip is illustrated in Figure 5(b) in order to develop hardware 
and software in parallel. The processor, memory and peripherals, along with hardware 
IPs, are connected with a NoC (Network on Chip) interface to ease function re-use 
and system co-design.  

Our SoC co-design is conducted using Altera’s design flow with the SOPC builder 
tool. Instead of using fixed hardware cores, the NIOS II Soft-core processors are 
designed to fit and run inside an FPGA. The core is a 32-bits scalar RISC Processor 
that allows the designer to add user-defined instructions [11] in addition to pre-
specified features to give a highly focused, programmable processor solution. Here, 
NIOS II soft-core processor is used as an experiment processor to validate the 
HW/SW codesign and the acceleration of both algorithms with techniques like user 
defined instruction and IP based accelerator. 

The Waaves wavelet-based image encoding algorithms were first coded in C++ 
and validated on a PC host. The tested code was then compiled for the Nios II 
Integrated Device Electronics (IDE) and deployed in the development board. The 
standard HW/SW co-design process can consist of three main steps [10], which 
include the implementation of the Algorithm into software, followed by an analysis of 
the program with profiling to detect the critical parts of Algorithm, then efficiently 
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implement the algorithm in hardware. The detection of critical part of the software 
and the optimization will be discussed in the next section.  

4.1 Timing Analysis of Application 

In order to optimize and achieve the best performance in terms of real-time operation 
of the image encoder, we identified the critical portions in the software by using 
Altera Performance Counters [16], which allow measuring the number of processor 
clock cycles for the execution time. 

As illustrated in Figure 6, DWT (Discrete Wavelet Transform) and Encoder 
(Entropy Encoder), which use respectively 60 % and 30 % of the execution time, are 
the two primary computationally intensive components. Thus, two methodologies 
were adopted to accelerate the critical component.  

 

 

Fig. 6.  Execution time distribution for image encoder 

4.2 Optimization of the DWT Module with Custom Instructions 

The 2D DWT module is used for decomposition of the images with high-pass and 
low-pass filtering and a factor of two sub sampling, the operations are applied in row 
and column wise direction and are implemented in floating point. Since Nios II does 
not have a floating point unit (FPU), like many processors in embedded systems, the 
processing of DWT becomes expensive. Altera provides an efficient way of adding 
small custom instructions in the Nios II processor using its Sopc/Qsys tools. Custom 
instructions is a straightforward option for accelerating software in FPGAs, which 
allows increasing system performance by offloading portions of the software code to 
hardware functions [11][12]. The custom instruction presents a data path in parallel to 
the CPU’s arithmetical logical unit (ALU). During system generation, special 
assembler instructions are generated to access the additional component. Nios 
Embedded Design Suites directly generates a macro in to simplify the access to the 
hardware component; each custom component can transfer at most 64 bits of data. 
Thus the simple operations can be replaced by several custom instructions. With the 
Nios II floating point custom instructions, we can accelerate arithmetic functions 
executed on float variable types and are able to take full advantage of the flexibility of 
the FPGA to optimize the system performance.  
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4.3 Optimization of Encoder Module with Hardware Accelerator IP 

The wavelet based coding scheme is used in several image coding methods, among 
which the state of art coding algorithm EZW [13] and SPIHT [14] both proposed the 
progressive sub-band coding based on the frequency and spatial correlation after sub-
band transform, to encode separately each resolution level of the image in an 
progressive way. In our application, the Encoder module, that takes 30% of total 
execution time, consists of an adaptive scanning algorithm which reorganizes the 
wavelet coefficients of each sub-band to get a better compression rate [15].     

This algorithm is inefficient in software because the manipulated coefficients are 
accessed with two linked list and a memory block. The linked list needs to be updated 
frequently to select the wavelet coefficients. The utilization of linked list requires 
extremely random memory access. In order to reduce the random memory access, our 
hardware accelerator is designed by using a structure of grouped linked for 
accelerating the adaptive scanning algorithm. Instead of using 3 memory blocks to 
separately store the indexes, one memory block, which is three times larger, is used to 
store the coefficients. Thus the DMA could use memory burst to reduce the number of 
random memory access, which leads to more time efficiency. The IP is designed in 
Verilog and it is connected to the processor via the Avalon bus interface. Due to the 
stand-alone design of the hardware component, a simple re-use of the design files in 
different architectures is supported.  

5 Implementation Results 

Results were obtained with the implementation of the wavelet-based image encoder in 
FPGA. The DWT module was optimized with floating point custom instruction set 
and the Encoder module was optimized with hardware accelerator IP. The prototyping 
board operated at 100 MHz. The system received images from the camera and 
restituted processed images on the VGA monitor. Our implementation on the 
prototype showed up to 20 times speed improvement for the DWT module and 10 
times speed improvement for the Encoder module compared to the software based 
solution. The results before and after timing optimization are presented in Figure 7. 
 
 

 
                      (a)                                                 (b)                                               (c) 

Fig. 7. CPU time partition before and after optimization : (a) Average coding time before using 
Custom Instructions (b) Average coding time after using  Custom Instructions (c) Average 
coding time after using Hardware Accelerator  
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6 Conclusion 

In this work, we proposed to combine the WAAVES coder with a mask motion 
detection algorithm based on Markov Model (MMWAAVES). We developed three 
techniques to create masked images and we evaluated the image quality based on two 
measures: objective (PSNR, SNR) and Psycho visual (SSIM index). We demonstrated 
that masking the image differences gives the best results and allows a compression 
gain up to 42%. We also described the HW/SW co-design architecture of WAAVES 
based on FPGA platform. We proposed two methods for hardware acceleration, 
which led to 20x speedup for the critical part of the encoder compared to pure 
software based solution. Our future work will focus on the improvement of the 
masking process and building hardware acceleration IP for the critical parts.  
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