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Abstract. Intrusion Detection Systems (IDS) have emerged as one of
the most promising ways to secure systems in the network. To be ef-
fective against evasion attempts, the IDS must provide tight bounds on
performance. Otherwise an adversary can bypass the IDS by carefully
crafting and sending packets that throttle it. This can render the IDS
ineffective, thus resulting in the network becoming vulnerable.

We present a performance throttling attack mounted against the com-
putationally intensive string matching algorithm. This algorithm per-
forms string matching by traversing a finite-state-machine (FSM). We
observe that there are some input bytes that sequentially traverse a chain
of 30 pointers. This chain of traversal drastically degrades performance,
and we observe a 22X performance drop in comparison to the average
case performance. We investigate hardware and software mechanisms to
counter this performance degradation. The software mechanism is tar-
geted for commodity general purpose CPUs. While the hardware-based
mechanism uses a parallel traversal suitable for network processor archi-
tectures. Our results show that our proposed mechanisms significantly
improves (by over 3X magnitude) string matching algorithm’s worst per-
forming cases.

1 Introduction

Intrusion Detection Systems (IDS) are emerging as one of the most promising
ways of providing protection to systems on the network. By monitoring the
traffic in real time, an IDS can detect and also take preventive actions against
suspicious activities. To be effective, an IDS must be able to inspect packets at
wire speeds. The consequences of not doing so can result either in undetected
malicious packets or expensive packet drops. An adversary can also bring the IDS
to this state of not being able to process packets at wire speeds. Such attempts
are commonly referred to as evasion[6, |9, [18], and stem from weaknesses in some
part of IDS processing.

Evasion can come in various flavors. An example of evasion is clever packet
fragmentation at “malicious content” boundaries, thus tricking the IDS from
inspecting malicious content. Other examples include deliberate packet header

A.D. Keromytis and R. Di Pietro (Eds.): SecureComm 2012, LNICST 106, pp. 167-[[34] 2013.
© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2013



168 G.S. Shenoy, J. Tubella, and A. Gonzélez

corruption and stream re-assembly. The nature and ease of evasion makes it
very appealing for malicious hosts to bypass the IDS. Evasion can also occur
by throttling the performance of the IDS. Since the system is unable to keep
up with the wire speed, it can lead to the IDS being disabled and attack flood
gates opened. For this to occur, an adversary exploits the wide performance gap
between the average case and worst-case processing timeld, [15, [21]. This can
also be viewed as a class of Denial-of-service (DoS) attack that targets system
resource utilization[13]. Earlier works in this direction investigate attack and
defense mechanisms for hash tables[6] used by an IDS. Additionally, other works
explore weaknesses due to synctatics of signature specifications|21] in the Snort
IDS.

In this work we present a performance throttling attack mounted against
the string matching algorithm used by an IDS. An IDS like Snort|19] operates
by scanning packets for malicious content using a database of >40,000 known
attack strings. So Snort uses the Aho-Corasick algorithm|l] to perform a multi-
string matching against the packet payload. Since the packet payload needs to
be scanned and compared with a database of >40,000 strings, so it is compu-
tationally very intensive. Hence, the string matching algorithm can be suscep-
tible to performance throttling attacks. A closer look at the processing time
per payload byte of the string matching algorithm reveals a wide performance
variation. We observe that there are payload bytes that need 22X processing
times in comparison to the average case. Further, the cause of this variance
in performance is due to the sequential traversal of a chain of pointers. Our
counter-measure focuses on improving the worst-case performance by accelerat-
ing this sequential chain traversal. We propose two mechanisms - hardware-based
and software-based mechanisms - to counter this performance degradation. The
hardware-based mechanism is targeted for a highly parallel architecture like the
network processor ([5, I11]). The software-based mechanism is for commodity
general purpose CPUs. Our results indicate that our proposed mechanisms sig-
nificantly improves the worst-case performance.

The rest of the paper is organized as follows. Section [ provides a brief back-
ground on the Aho-Corasick algorithm. Section [B] presents the motivation of this
work. Section [ details our proposed counter-measure and our architecture. The
simulation methodology is discussed in Section [l and Section [G presents the
performance results. Section [ discusses the related work in this area. Section [
provides future directions.

2 Background

An IDS like Snort operates by inspecting packets for prior reported attacks.
This database of attack strings are byte patterns that have commonly occurred
and detected in attacks. The vast variety of attacks and their constant evolution
bloats the attack string database. We observe that there are 42, 670 attack strings
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in the Snort April-2010 rulesetl] release. So Snort commonly uses a multi-string
matching algorithm like the Aho-Corasick algorithm|1] for attack detection. This
algorithm works by constructing a FSM using the set of attack strings. Once the
FSM is constructed, incoming bytes from packets are used to traverse this FSM.
We provide a brief overview of the Aho-Corasick algorithm with an example.

Consider the set of strings: attacker, tacked, acken, ckeh, ket. Figure
[0 shows the corresponding Aho-Corasick FSM constructed from these strings.
The FSM is built in two stages. In the first stage, characters from the strings
are added to the FSM. This is done in a way that strings that share a common
prefix also share the same set of parents in the FSM. The edges corresponding
to this stage are shown as thick lines. The nodes 9, 15, 20, 24, 27 indicate a
match for attacker, tacked, acken, ckeh, ket respectively. These nodes also
store a pointer to the list of matched strings. For example, node 9 stores a
pointer to attacker. The second stage in building the FSM counsists of inserting
failure edges. When a string match is not found, it is possible for the suffix of
one string to match the prefix of another. So failure edges need to be inserted.
Failure edges are shown with dotted lines. For figure clarity, only a few failure
edges are shown. Once this FSM is built, the algorithm traverses it with the
payload bytes. In case the payload byte does not match any of the examined
edges, then the traversal is restarted from the root-node.

Fig. 1. Example of the Aho-Corasick Finite State Machine

An important issue with this FSM is the large storage space needed. This
huge storage size requirement also impacts the performance efficiency of an IDS,
due to the large working set size. Some earlier works in reducing the storage
space needed for FSM have proposed removing the inherent redundancy in the
FSM. A common example of redundancy is due to failure edges. Consider node
8 and its edge d. This is a failure edge and is identical to the edge from node

! A rule in Snort typically contains multiple attack strings. We instrumented Snort to
dump all the strings.
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14. Thus Node 14 is a failure pointer of node 8, and this traversal can also be
done by jumping to node 14. In this way all failure edges are eliminated.

Figure shows the FSM built with the failure pointer optimization. We
observe that 93% of the edges are failure edges, and hence the failure pointer
optimization provides important area benefits. As a consequence, earlier works|2,
12,120, 22, 123, 125] have optimized the failure edges in this manner. For the rest
of the paper, we consider this optimized FSM.

The FSM constructed using the Aho-Corasick algorithm is very similar to a
deterministic finite automata (DFA). In fact Snort and other IDSs|16] also use
regular expressions to specify attack strings. These regular expressions are again
converted to DFAs or NFAs. Hence our work is equally applicable to regular ex-
pressions used in an IDS. Note that the optimized FSM thus built is very similar
to a NFA. A NFA, unlike a DFA, can have multiple active states. Further these
active states need to be traversed sequentially. In order to efficiently traverse the
FSM, the Snort|19] IDS uses a backtracking based heuristic for traversing the
NFA. This heuristic is very similar to the failure pointer optimization, and so
our work can be adapted to accelerate NFA traversal in Snort.

3 Motivation

The optimization of failure chains significantly compacts the data structure.
However this has a drawback. A node with failure pointers may need additional
processing when there are no matching edges. In some cases we observe that this
additional processing is a significant overhead.

We illustrate this more clearly with an example. Let the input bytes to the
optimized FSM in Figure be a, t, t, a, c, k, e, t. The first 6 bytes lead
up-to node 8. For the final byte, t, the failure pointer needs to be traversed as
there are no matching edges at node 8. Hence, node 14 - the failure pointer of
node 8- is accessed. Here again there are no matching edges, and so the failure
pointer of node 14 is accessed. This is repeated until a matching edge is found,
or the traversal is restarted from the root-node. Note that these chain of failure
pointers are accessed sequentially and sometimes wastefully as well. This can
lead to significant performance degradation when large chains are visited.

Figure shows the failure chain length distribution for various Snort
database releases. We define failure chain length of a node as the maximum
number of failure pointers that can be traversed starting from that node. The
failure chain length of node 8 in the above example is 4. It is very interesting
to observe that there are nodes with failure chain length of up-to 31. Thus for
bytes accessing failure edges of these nodes, the processing time can be high. We
investigate the performance impact of traversing failure chains.

Figure shows the CDF of processing time per byteﬁ. We see that 95%
of input bytes need less than 31 cc, thus leading to an average processing time

2 Processing time per byte is measured as the total number of clock cycles (cc) needed
to complete the processing of a byte.
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Fig. 3. Impact of Failure chains on Performance

of 23.5 cc/B. However, there are bytes that need up-to 516 cc. This clearly
indicates that there is a wide variation in processing time. We investigate the
cause of this wide variation, by examining the processing of the ten most clock
consuming bytes (refer to Figure . This is also the tail end of the CDF. As
seen in Figure we observe that these bytes need at-least 495 cc. The cause
of the enormous processing time is due to the traversal of a chain of failure
pointers. In contrast, on examination of the relatively lesser clock consuming
bytes (left half of 0.95 probability in the CDF plot), we observe that these bytes
traverse at most 3 failure pointers. This clearly shows the significant impact of
traversing a large chain of failure pointers.
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The dependency of processing time on the failure chain length makes the IDS
vulnerable to performance throttling attacks. Hence it is important to accelerate
the failure pointer traversal. So we study techniques to do the same.

4 Proposed Counter-Measure

Intrusion detection systems are commonly deployed in routers. Routers in turn
can use network processors that have a high degree of parallelism. For example,
the Intel IXP 2400[11] has a total of 64 threads. We propose a hardware-based
mechanism that uses 2 cores and it is suitable for network processor deployment.
IDSs can also be deployed in end systems in a non parallel set-up. Hence we also
propose a software-based mechanism targeted for such an environment.

4.1 Hardware-Based Mechanism

The processing of the failure chain takes a performance hit mainly due to the se-
quential nature of its traversal. So our proposal performs a parallel traversal. One
engine performs the regular FSM traversal, while another engine concurrently
finds the candidate failure pointer. We first describe a mechanism to identify the
candidate failure pointer and to incorporate it in the traversal algorithm. Later,
we present the parallel architecture used for the traversal.

Candidate Failure Pointer Identification. The traversal of a chain of failure
pointers can be viewed as a comparison of the edges of a node to the input byte.
Further, this process is repeated for the chain of failure nodes. So we break it
into comparison of a chain of outgoing edges. We illustrate this more clearly with
an example. Let the input bytes to the FSM in Figure be a, t, t, a, c, k,
e, t. The first 6 bytes lead up-to node 8. For the final byte, t, since there are
no matching edges the failure pointer is traversed. The failure pointer of node
8, node 14, is traversed. Since it is a mismatch, the failure chain is followed
until node 26. So the main operation in the failure pointer traversal is the
comparison of the input byte with all outgoing edges of a node. This is checking
for membership in a set of outgoing edges, and with each set corresponding to a
failure pointer.

Bloom filters|3] offer a convenient and efficient way to check - without incur-
ring any false negatives - for set memberships. We use bloom filters to do the
membership check. We create a hash for each failure pointer by using its set of
outgoing edges. We term it as a bloom filter signature. We illustrate this with an
example. Consider node 8 (from Figure , we create and store bloom filter
signatures for all its failure chains, namely, nodes 14, 19, 23, and 26. Each
of these signatures are generated using outgoing edges of each node.

Figure M shows the signature storage of node 8 generated in this manner.
In addition to signatures, we also store offset and fan-out of the corresponding
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Fig. 4. Node 6 Signature Storage

failure pointer. This is done so that when a signature matches, we can directly
jump to the matching failure pointer. The traversal using bloom filter signatures
is as follows. Consider traversing node 8 with input byte as t. Since there are
no matching edges in node 8, we check if there are any matching edges in the
failure chain. A signature is generated using t, and compared against all the
failure chain signatures of node 8. Since node 26 has a matching signature, we
directly traverse to node 26. Note that in case of multiple matches, the matches
are traversed sequentially. This preserves traversal correctness, as the signatures
are stored in the way they are originally encountered.

signature Num conventional
Fail node 8 storage
offset | Chain

Node 8 Signature

Signature Storage

Fig.5. Node 8 FSM Storage and Signature Access

The failure chain signature matching can be performed independently and in
parallel with the conventional node processing. In the above example, the failure
chain traversal is done sequentially after checking for matching edges in a node.
We accelerate it by performing the failure pointer identification concurrently
with the conventional node processing. If there is no need to traverse the failure
pointer, then the failure pointer identification is discarded. So our proposed
architecture consists of two engines: a regular FSM traversal engine and an
engine to identify the candidate failure pointer. We further decouple the memory
by storing the bloom filter signatures in a separate memory bank. Our memory
architecture consists of two memory banks, with one containing the FSM and
the other containing signatures. This helps us in decoupling the FSM traversal
from the failure chain computation. Additionally, we store a pointer to the node
signature in the FSM data structure. So every node also stores a pointer to the
signature database and its failure chain length. Figure [0 shows the storage for
node 8.
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Fig. 6. Hardware Architecture

Hardware Architecture. Figure[6shows our proposed hardware architecture.
The hardware consists of a FSM traversal engine and a signature processing
engine. The FSM traversal engine performs the regular state-machine traversal.
We have used the FSM traversal engine as proposed in [20] and we provide here
a brief summary. The traversal operations essentially consist of two steps. In
the first step, all the edges of a node are scanned, and then the matching edge
information is read. So we split this engine into these operations (refer to Figure
. In edge scanning, the set of edges are read and compared with
the input byte. This is iterated over all edges until a matching edge is obtained. If
a matching edge exists, then the associated edge information is read. Otherwise,
the traversal is restarted from the root-node.

The signature matching engine performs the following functionalities. It gen-
erates the bloom filter signature using the input byte, and then compares it with
the stored signatures. Signatures are of length 4 B and are generated using two
hash functions. Since the signature comparison is an AND operation, so we use
16 B AND operators for signature comparison. This allows us to compare four
signatures at a time. If a signature matches, then the matched failure pointer is
traversed. Figure shows the flow-chart for the signature matching engine.

Our architecture concurrently perform signature comparison and the regular
FSM traversal. Hence if the input byte matches an edge, the signature processing
is flushed. However, if there are no matching edges, then the candidate failure
pointer is obtained from the signature matching engine. Subsequently, this node
is traversed by the FSM traversal engine.

4.2 Software-Based Mechanism

In this mechanism, the Aho-Corasick FSM is constructed so that there is an
upper-bound on the failure chain length. This upper-bound can also be viewed
a threshold value. In this mechanism, failure edges are inserted for nodes with
failure chain lengths a multiple of this threshold value.

3 A design space exploration was done to obtain these parameter values.
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Fig. 7. Functionality of Signature Matching Engine and FSM Traversal Engine

We illustrate it more clearly with an example. Consider the FSM shown in
Figure If we use a threshold value of 3, then failure edges are inserted for
nodes with failure chain length of 3. Hence, failure edges are inserted for node
14. In this way we limit the failure chain traversal to a fixed upper bound. This
also enables in efficiently storing the FSM as failure edges are only inserted for
selective nodes and not all the nodes in the FSM. In our simulations, we explore
different values of the threshold in order to find an optimal point.
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Fig. 8. Software-based Mechanism

5 Simulation Methodology

We evaluate the performance of our proposed mechanisms, and compare it with
the conventional method of sequentially traversing the failure pointer. We have
used three public traces, a synthetically generated trace, and a Honeypot trace.

The public traces are from the Lincoln labs [14] and Defcon|7]. For the Lincoln
labs we have used two weeks of traces (referred to by their respective week) from
1999. In the Defcon trace, we use the trace captured for the Capture the flag
(CTF) game|7]. CTF is a hacking contest in the Defcon conference. The objective
of this contest is to break into computers of other teams, while at the same time
preventing others from do so. We have also deployed a low-interaction Honeypot
running in collaboration with the Leurrecom project|17]. This Honeypot has been
running for 3 months, and the logs indicate that there has been an interaction
with the outside world for at-least 61 days. We have used the traces collected from
this Honeypot. We also include a synthetically generated trace. The synthetic
trace was generated by randomly selecting strings from the Snort rule database
and further combining multiple strings. This was done to ensure minimum-sized
packet (64 B).

Table [l summarizes the traces used. Note that we have inspected TCP, ICMP
and UDP packets from these traces. We have used the Snort database released
on April 2010 and containing 40,678 strings. We use average number of clock
cycles per incoming byte as the metric for performance comparison. This
is computed by dividing the total number of clock-cycles by the total number
of bytes. Total number of clock-cycles is the sum of total processing time
and total memory access time. The total processing time comprises of:
edge-scanning, reading edge-information, signature comparison, and signature
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Table 1. Summary of Traces used in the Evaluation

Data-sets Mean Packet Size (B) Num Packets (M)

Defcon 71.9 15.64
synthetic 73.64 0.120
Week 2 160.51 13.18
Week 3 200.01 14.91
Honeypot 205 0.46

offset computation. These processing times are obtained by assuming each of
the arithmetic processing blocks need 1 cycle and branches need 2 cycles (refer
to Figure . With this assumption, edge scanning needs 6 cc plus
the memory access latency.

The total memory access time is obtained from the trace-driven cache
simulator [8], which was modified to model cache access times and processing
times. The cache miss penalty is obtained from CACTTI [24] by plugging into
the SRAM model of CACTI the FSM memory sizes. We have used a 16k direct-
mapped cache-configuration for the caches. Note that in case of the hardware-
based mechanism, there are two caches each of 16k size. The cache hit time of 2
cc is used (also obtained from CACTI). The core frequency is assumed to be 3
GHz.

6 Results

We compare the performance of our proposed architecture with the Baseline.
Note that the Baseline performs traversal using the conventional way of se-
quentially following failure pointers.

For the hardware-based mechanism, we have varied the minimal failure chain
length. Hence signatures are kept only for those nodes with a failure chain length
greater than the threshold. We have used threshold values of 1, 3, 5. A threshold
value of 1 indicates that nodes with failure chain lengths >= 2 have stored sig-
natures. For the software-based mechanism, we have similarly varied the failure
chain length threshold. So in this scheme, nodes with a given threshold failure
chain length will have all its failure edges in place. We have used threshold values
of 3, 5, 7.

In order to evaluate the worst performance cases, we compare the processing
clock cycles (cc) needed for the 10 most clock consuming bytes. Note that a
byte that performs badly in one scheme may not do so in another scheme. We
also compare the average-case performance. We initially report results for the
synthetic trace to determine the optimal points for the hardware and software-
based mechanism. Later we report results for the remaining traces.

A few terminology clarifications. Sig-1 refers to the use of bloom-filter signa-
tures of threshold value 1. Further, sw-3 refers to the failure chain length of 3
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used in the software-based mechanism. Figure|9(a)|shows the 10 most clock con-

suming bytes for the hardware-based mechanism for the synthetic trace. While
mance of 119 cc - a 4.33X improvement over the Baseline. Figure [9(b)| shows

see that Sig-1 gives the best performance. For Sig-1 we see a worst-case perfor-
the average-case performance, and we see that it remains unaffected.

Baseline needs at least 495 cc, the use of signatures brings it down to at most
119 cc. Additionally, on a closer examination of various threshold values, we
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Figure [I0 shows the comparison results for the software-based mechanism.
We again observe that keeping an upper-bound of the failure chain length signif-
icantly brings down the worst-case performance. While Baseline needs at least
495 cc in these bytes, the software-based mechanism reduces it to at most 219
cc. Figure[10(b)|shows the average-case performance and we see that it remains
largely unaffected.

We observe that Sig-1 is the best performing configuration for the hardware-
based mechanism. Further, sw-3 performs best for the software-based mecha-
nism. So for the remaining traces we compare the performance of Sig-1, sw-3
and Baseline.
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Fig. 11. Defcon Trace Comparison Results

For Defcon trace we observe a similar performance behaviour (refer to Fig-
ure[IT]). Comparing the worst-case performance, the hardware-based mechanism
reduces the worst-case performance to 139 cc - over 3X improvement over the
Baseline. On the other hand, the software-based mechanism reduces the worst-
case performance to 147 cc. On comparing the hardware-based and software-
based mechanisms, we observe that the hardware-based mechanism moderately
outperforms the software-based mechanism.

Figures 2, M3 and 4] show the performance results for week2, week3, and
Honeypot respectively. We again observe a similar behaviour, with Sig-1 pro-
viding the best performance for the worst-case. Note however that there is a
mild average-case performance degradation for the software-based mechanism.

Our mechanisms needs additional memory in comparison to the Baseline.
So we evaluate the additional storage space needed (measured in KBs) for our
proposal. Figure [I3 shows the storage space required for various schemes. The
memory required has been normalized to the Baseline (706 KB). In case of the
hardware-based mechanism, the additional storage space is between 34% and
84% to that of the Baseline.

In case of software-based mechanism, the additional storage space is between
1% to 140% in comparison to the Baseline. This exponential increase in storage
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space is due to the following. As the threshold failure chain length is reduced from
7 to 3, the number of nodes that need to store the failure edges grows by more
than 2 order of magnitude. This consequently contributes to the exponentially
increased storage space.

It is interesting to note that our proposed mechanisms - hardware based and
software based mechanisms - are orthogonal. These mechanisms can also be
combined using an FSM constructed with an upper bound failure chain length
and a parallel FSM traversal. However, we observe no significant worst-case
or average-case performance improvement. Further, the combined scheme also
needs additional storage space.
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7 Related Work

To the best of our knowledge, Crosby et al[6] were the first to introduce attacks
targeting the worst-case performance. They exploited weaknesses in the hash
tables used for port scanning in the Bro IDS|16]. A hash table needs O(n) time
for insertion on an average and O(n?) in the worst-case. They carefully construct
packets that cause collision in the hash table. In this manner, the performance
of the hash table is significantly degraded. As a counter measure, they proposed
the use of universal hash functions that significantly reduces collisions.

Smith et al[21] present algorithmic complexity attacks that exploit syntactics
of rule specification. There are rules in Snort that are dependent on the relative
position of bytes in the packet. They exploited this dependency to create pack-
ets that lead to multiple repeated and often redundant processing of the same
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byte. So they propose a memoization based technique to prevent such redundant
processing of bytes.

Earlier works in this direction have focused on either compacting the FSM
or on improving the system throughput. To compact the FSM, Kumar et al|12]
used a Delayed input DFA (D?FA). A DFA is very similar to the FSM studied
in this paper. They observed that a DFA typically has numerous states with
identical outgoing transitions. So they remove this redundancy using a default
transition. This transition is very similar to the failure pointer studied in this
paper. So our proposed architecture and traversal complements the D2FA in
improving its worst-case performance.

Tuck et al|25] study different optimizations to reduce the size of each node in
the FSM. They use a 256 bit bitmap for each node in the FSM. A bit is set in the
bitmap if the corresponding character is an outgoing edge. They further compact
the FSM using the failure pointer optimization as discussed earlier. Hence our
proposed traversal and architecture is directly applicable to this work.

Becchi et al|2] propose state merging for reducing the storage space. Two
states are similar if they have multiple common output states. They combine
such states to form a compact FSM. Interestingly, they use the bit mapped
based implementation of Tuck et al [25] for representing states. So our proposed
architecture is directly applicable to it. Song et al[23] propose using a cached DFA
(CDFA) for efficient traversal. In a CDFA, a cached state is used to eliminate
1-step transitions. Among the mechanisms they investigate for compacting the
FSM, they also include failure pointer optimization as discussed earlier. So again
our proposed architecture is directly applicable to this work.

In addition, there have been numerous works that study a rich variety of
DoS attacks. A taxonomy of DoS attacks is given in|13]. Moscibroda et al|l5]
study DoS attacks against DRAM scheduling in multi-cores. They observe that
a malicious application can starve other benign applications, thus leading to
significant performance degradation. So they propose a memory architecture
that provides fairness to all executing applications. Cai et al[4] study algorithmic
complexity attacks against the Unix file system. So in this attack a malicious
system process tricks the OS to access system files that are not in its access
privileges. They propose a defense mechanism that is provably secure. Hasan
et al[10] study DoS attacks that forcefully heat up certain resources in a SMT.
In this attack, a malicious thread creates a hot spot in a shared resource by
repeatedly accessing it. They study several mechanisms to mitigate the hot-spot
including selective throttling of threads.

8 Conclusion

In this paper, we have presented a counter-measure for a performance throttling
attack against the string matching algorithm in an IDS. Our study reveals that
with certain input bytes, the Aho-Corasick algorithm can end up traversing a
chain of up-to 31 pointers. Our results indicate a massive performance degra-
dation, a 22X fall in comparison to the average case performance. We investi-
gate two mechanisms to counter this performance degradation - hardware-based
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mechanism and software-based mechanism. In the hardware-based mechanism
we identify the candidate pointer from the chain of pointers and directly jump to
it. We propose a parallel architecture for FSM traversal. The signature matching
engine identifies the pointer to jump to, while the FSM engine performs the regu-
lar FSM traversal. In the software-based mechanism, we propose a modified FSM
that restricts this chain of sequential pointer traversal to a fixed upper bound.
Both these scheme result in over 3X improvement in the worst-case performance.

An applicability of this work is in detecting tampering of the Snort signature
database. If an adversary corrupts the memory stack of the IDS using buffer
overflow attempts, then the pattern matching module can be compromised. In
order to detect such tampering, the hardware-based mechanism needs to be ex-
tended for detecting FSM traversal violations. Performance throttling attack
is an example of an evasion attempt, there are other ways of evasion includ-
ing packet re-assembly and packet fragmentation. In both of these attacks, the
adversary can force the IDS to maintain an infinite number of states (TCP con-
nections) that finally leads to memory exhaustion. Under this circumstance, even
benign packets suffer massively. It will be interesting to study defense mecha-
nisms against these attacks.
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