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Abstract. Physiological research reported that certain frog species contain 
antimicrobial substances which is potentially and beneficial in overcoming 
certain health problem. As a result, there is an imperative need for an automated 
frog species identification to assist people in physiological research in detecting 
and localizing certain frog species. This project aims to develop a frog sound 
identification system which is expected to recognize frog species according to 
the recorded bio acoustic signals. The Mel Frequency Cepstrum Coefficient 
(MFCC) and Linear Predictive Coding (LPC) are used as the feature extraction 
techniques for the system while the classifier employed is k-Nearest Neighbor 
(K-NN). Database from AmphibiaWeb has been used to evaluate the system 
performances. Experimental results showed that system performances of 98.1% 
and 93.1% have been achieved for MFCC and LPC techniques, respectively.  
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1 Introduction 

Other than applications related to human identity recognition [1], biometric 
technology has been used on the identification of biological acoustic sounds which is 
imperative for biological research and environmental monitoring. This is particularly 
true for detecting and locating animals due to we often hear the animal sound rather 
than visually detect the animal [2]. In animals, the initiation of sound could be as a 
means of information transmission or as a by-product of their living activities such as 
moving, eating or flying. In general, animals make sounds to communicate with 
members of same species and thus their vocalizations have evolved to be species-
specific. Therefore, identifying animal species from their vocalizations is meaningful 
to ecological research.  

Interest towards automatic recognition of animal species based on their 
vocalization has increased and many researches based on these studies have been 
published. [3] investigated different types of animals includes birds, cats, cows and 
dogs according to the animal calls. In another research, 16 different classes of animal 
calls were successfully classified as reported in [4]. 

Apart of recognizing types of animals, recognizing of species of the same animals 
is also found especially for bird species identification as reported in [5], [6] and [7]. 
[5] proposed the segmentation  sounds of bird syllable using spectrum over time 
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2 Methodology 

2.1 Data Acquisition  

In this project, the digital frog call samples are obtained from AmphibiaWeb [11]. 
AmphibiaWeb is an online system enabling anyone with a Web browser to search and 
retrieve information relating to amphibian biology and conservation. AmphibiaWeb 
offers ready access to taxonomic information for every recognized species of 
amphibian in the world. Species accounts are being added regularly by specialist and 
volunteers and it also contains species descriptions, life history information, 
conservation status, audio signal, literature reference for many species [11]. 

The sampling rate and quantization bit of audio signals in AmphibiaWeb database are 
different due to the audio signals are offered by various contributors. Hence, the audio 
signals downloaded from AmphibiaWeb is converted and saved as 16-bit mono wav 
format. Table 1 lists the eight frog’s audio signals that have been used in the project: 

Table 1. List of frog call samples obtained from AmphibiaWeb 

Types of Frog species 
Adenomera_marmorata 
Aglyptodactylus_madagascariensis 
Ameerega_flavopicta 
Anodonthyla_boulengerii 
Aplastodiscus_leucopygius 
Blommersia_wittei 
Boophis_luteus 
Boophis_miniatus 

 
Each audio signal is then properly segmented as a syllable and a set of features can 

be calculated to represent each syllable as shown in Fig. 2. 

 

Fig. 2. Syllable segmentation 

2.2 Feature Extraction  

Mel-frequency cepstral coefficients (MFCC) which are commonly used as feature 
extraction for speech recognition and speaker recognition have been tested for frog 
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sound recognition in this study. The computation of MFCC is based on short-term 
analysis [12]. The steps to implement MFCC are as follow: 
 
1. Compute the Discrete Fourier Transform (DFT) of all frames of the signal. The 
DFT of all frames of the signal is  ݔ௧ሺ݇ሻ ൌ  ܺ௧ሺ݁௝మഏೖಿ ሻ ,k= 0 ,1,…, N – 1                                     (1) 

Equation (1) is also known as signal spectrum. 
2. The signal spectrum is then processed by filter bank processing. Filter bank is a set 
of 24 band-pass filters which emphasize on processing spectrum which is below 
1kHz. Filter bank is generally used to simulate the human ear processing. The m-th 
filter bank output is ௧ܻሺ݉ሻ, 1 ൑ ݉ ൑  .and M is number of band-pass filters ܯ
3. Compute the energy of the logarithm of the square magnitude filter bank 
outputs, ௧ܻሺ݉ሻ. This can reduce the complexity of computing the logarithm of the 
magnitude of the coefficients. 
4. Perform the inverse DFT on the logarithm of the magnitude of the filter bank 
output 
 

௧ݕ       ሺ௠ሻሺ݇ሻ ൌ  ∑ logሼ| ௧ܻሺ݉ሻ|ሽ · cos ቀ ݇ ቀ ݉ െ  ଵଶቁ గெቁ , ݇ ൌ 0, … , ௠௠ୀଵܮ                 (2) 

 
k is number of cepstral coefficients excluding 0’th coefficient. In this project, k = 12. 
Each feature set consists of 12 mel cepstrum coefficients, one log energy coefficient.  

By using Linear Predictive Coding processing, the speech wave and spectrum 
characteristic can be precisely represented by a very few number of parameters. The 
LPC implementation is as follows: 

1. Compute the Discrete Fourier Transform (DFT) of all frames of the signal. The 
DFT of all frames of the signal is shown in equation (3.11). This also defined as 
signal spectrum. 
2. Compute the autocorrelation coefficient at equation (2.37) by using the following 
short-time autocorrelation function. That is 
3. Use Durbin’s recursive solution for the autocorrelation equation.  
4. Convert autocorrelation coefficient  to complex cepstrum. 
 

ḣሺnሻ ൌ ܽ݊ ൅ ∑ ቀ݇݊ቁ݊െ1݇ൌ1 ḣሺkሻܽnെk       1  ≤  n                    (3) 

2.3 Identification Process  

K-NN classifier requires a set of reference template to perform classification. The 
steps to assemble the reference template based on training data and identification 
process are listed as follows: 

1. Training data is first sampled and continue with feature extraction. The extracted 
feature is then resized to 4096 feature points.  
2. Assemble a vector whose distinct values define the grouping of the rows in training 
data based on their species.  
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3. Testing data is first sampled and continue with feature extraction. The extracted 
feature is then resized to 4096 feature points.  
4. Perform classification based on the input testing data, training data, assembled 
vector, k value, distance metric, and the rule that used to classify sample. In this 
project, 1-nn with Euclidean distance and “nearest” rule are set. 

3 Result and Discussion 

To evaluate the system, eight species with 24 frog call syllable segmentation are 
divided into two sets of data i.e. training data and testing data. For each species, four 
syllables are randomly selected as training data while the rest as testing data. The 
accuracy of the classifiers is defined as follows: 
 
Table 2. True positive and false positive of MFCC-KNN and LPC-KNN on frog calls obtained 
from AmphibiaWeb 

MFCC-KNN Predicted class Recognition 
Accuracy 

(%) Ad Ag Am An Ap Bl Lu Mi 

A
ct

ua
l c

la
ss

 
(4

 tr
ai

ni
ng

 d
at

a)
 Ad 20 0 0 0 0 0 0 0 100 

Ag 0 20 0 0 0 0 0 0 100 
Am 0 0 19 1 0 0 0 0 95 
An 0 0 0 20 0 0 0 0 100 
Ap 0 1 0 0 18 0 0 1 90 
Bl 0 0 0 0 0 20 0 0 100 
Lu 0 0 0 0 0 0 20 0 100 
Mi 0 0 0 0 0 0 0 20 100 

Mean Recognition Accuracy 98.1 

LPC-KNN Predicted class Recognition 
Accuracy 

(%) Ad Ag Am An Ap Bl Lu Mi 

A
ct

ua
l c

la
ss

 
(4

 tr
ai

ni
ng

 d
at

a)
 Ad 19 0 0 0 1 0 0 0 95 

Ag 0 18 0 0 0 0 2 0 90 
Am 0 2 18 0 0 0 0 0 90 
An 0 0 0 18 0 0 0 2 90 
Ap 0 0 0 0 18 0 2 0 90 
Bl 0 0 0 0 0 18 1 1 90 
Lu 0 0 0 0 0 0 20 0 100 
Mi 0 0 0 0 0 0 0 20 100 

Mean Recognition Accuracy 93.1 

Ad: Adenomera_marmorata 
Ag:Aglyptodactylus_madagascariensi 
Am: Ameerega_flavopicta 
An: Anodonthyla_boulengerii 

Ap: Aplastodiscus_leucopygius 
Bl: Blommersia_wittei 
Lu: Boophis_luteus 
Mi: Boophis_miniatus 
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Table 3. Performances of MFCC-KNN and LPC-KNN at four, three, and two training data on 
frog calls obtained from AmphibiaWeb 

Table 4.  True positive and false positive of MFCC-KNN and LPC-KNN at different numbers 
of training data (a) 4 Training data, (b) 3 Training data, (c) 2 Training data 

4 
tr

ai
ni

ng
 d

at
a 

MFCC-
KNN 

Predicted class Recognition 
Accuracy 

(%) Ad Ag Am An Ap Bl Lu Mi

A
ct

ua
l c

la
ss

 

Ad 20 0 0 0 0 0 0 0 100 
Ag 0 20 0 0 0 0 0 0 100 
Am 0 0 19 1 0 0 0 0 95 
An 0 0 0 20 0 0 0 0 100 
Ap 0 1 0 0 18 0 0 1 90 
Bl 0 0 0 0 0 20 0 0 100 
Lu 0 0 0 0 0 0 20 0 100 
Mi 0 0 0 0 0 0 0 20 100 

Mean Recognition Accuracy 98.1 
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Table 4. (continued) 

 LPC-KNN Predicted class Recognition 
Accuracy 

(%) Ad Ag Am An Ap Bl Lu Mi 

A
ct

ua
l c

la
ss

 

Ad 19 0 0 0 1 0 0 0 95 
Ag 0 18 0 0 0 0 2 0 90 
Am 0 2 11 0 0 0 0 0 90 
An 0 0 0 18 0 0 0 2 90 
Ap 0 0 0 0 18 0 2 0 90 
Bl 0 0 0 0 0 18 1 1 90 
Lu 0 0 0 0 0 0 20 0 100 
Mi 0 0 0 0 0 0 0 20 100 

Mean Recognition Accuracy 93.1 
(a) 
 

3 
tr

ai
ni

ng
 d

at
a 

MFCC-
KNN 

Predicted class Recognition 
Accuracy 

(%) Ad Ag Am An Ap Bl Lu Mi 

A
ct

ua
l c

la
ss

 

Ad 20 0 0 0 0 0 0 0 100 
Ag 0 20 0 0 0 0 0 0 100 
Am 0 0 19 1 0 0 0 0 95 
An 0 0 0 20 0 0 0 0 100 
Ap 0 1 0 0 18 0 0 1 90 
Bl 0 0 0 0 0 20 0 0 100 
Lu 0 0 0 0 0 0 20 0 100 
Mi 0 0 0 0 0 0 0 20 100 

 Mean Recognition Accuracy 98.1 
LPC-KNN Predicted class Recognition 

Accuracy 
(%) Ad Ag Am An Ap Bl Lu Mi

A
ct

ua
l c

la
ss

 

Ad 19 0 0 0 1 0 0 0 95 
Ag 0 18 0 0 0 0 2 0 90 
Am 0 2 18 0 0 0 0 0 90 
An 0 0 0 18 0 0 0 2 90 
Ap 0 0 0 0 18 0 2 0 90 
Bl 0 0 0 0 0 18 1 1 90 
Lu 0 0 0 0 0 0 20 0 100 
Mi 0 0 0 0 0 0 0 20 100 

Mean Recognition Accuracy 93.1 
(b) 
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Table 4. (continued) 
 

2 
tr

ai
ni

ng
 d

at
a 

MFCC-KNN Predicted class Recognition 
Accuracy 

(%) Ad Ag Am An Ap Bl Lu Mi

A
ct

ua
l c

la
ss

 

Ad 20 0 0 0 0 0 0   0 100 
Ag 0 20 0 0 0 0 0   0 100 
Am 0 0 19 1 0 0 0   0 95 
An 0 0 0 20 0 0 0   0 100 
Ap 0 1 0 1 18 0 0   0 90 
Bl 0 0 0 0 0 19 1   0 95 
Lu 0 0 0 0 0 0 20   0 100 
Mi 0 0 0 0 0 0 0 20 100 

 Mean Recognition Accuracy 97.5 
LPC-KNN Predicted class Recognition 

Accuracy 
(%) Ad Ag Am An Ap Bl Lu Mi

A
ct

ua
l c

la
ss

 

Ad 19 0 0 0 1 0 0   0 95 
Ag 0 18 0 0 0 0 2   0 90 
Am 0 2 18 0 0 0 0   0 90 
An 0 0 0 18 0 0 0   2 90 
Ap 0 0 0 0 18 0 2   0 90 
Bl 0 0 0 0 0 18 2   0 90 
Lu 0 0 0 0 0 0 20   0 100 
Mi 0 0 0 0 0 0 0 20 100 

Mean Recognition Accuracy 93.1 
Ad: Adenomera_marmorata 
Ag:Aglyptodactylus_madagascariens 
Am: Ameerega_flavopicta 
An: Anodonthyla_boulengerii 

Ap: Aplastodiscus_leucopygius 
Bl: Blommersia_wittei 
Lu: Boophis_luteus 
Mi: Boophis_miniatus 

(c) 

 
Accuracy (%) = 

ே೎ேೞ  x 100%                                                 (4) 

Where ௖ܰ is the number of correctly recognized syllables, and ௦ܰ is the total number 
of test syllables. Besides, confusion matrix is also used to show the true positive and 
false positive of classifiers. True positive defined as the correct identification  made 
by classifiers; false positive means the wrong identification made by classifiers [12].  

In Table 2, the result shows that there are three false positives for MFCC-KNN 
based on frog calls obtained from AmphibiaWeb. This situation could be caused by 
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the quality of recording. Higher quality of recording could increase the accuracy of K-
NN classifier. In this case, K-NN classifier is able to identify all the species correctly 
since the numbers of false positive are much more fewer than number of true positive. 

The accuracy of MFCC-KNN decreases with the decrement of the number of 
training data i.e. 98.1%, 98.1% to 97.5% as given in Table 3. On the other hands, 
the accuracy of LPC-KNN remains 93.1% when the numbers of training data 
change. However, as given in Table 4, the numbers of false positive and true 
positive maintain although the numbers of training data change. From the results, 
we can observe that the accuracy of LPC-KNN is not much affected by the 
numbers of training data. 

4 Conclusion 

In this study, a frog sound identification system which is expected to recognize frog 
species according to the recorded bio acoustic signals has been developed 
successfully. Experimental results revealed a very promising results and the 
developed identification system can be a viable approach in assisting people in 
physiological research in detecting and localizing certain frog species.  
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