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Abstract. The performance of an Information Retrieval system is very much 
dependent on the effectiveness of the relevance model being used. Motivated by 
the concepts in Collision Theory in Physics, this paper proposes a novel 
approach of identifying relevance between two text objects. The role of positive 
and negative features is considered in designing the relevance measure based on 
the transitions in Collision Theory. For evaluating the measure, we have applied 
our relevance model on sentiment classification.  
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1 Introduction 

One of the fundamental tasks in Information Retrieval is to identify the relevance 
between text objects. The notion of relevance is ambiguous based on the aspects that 
are considered [1]. The goal of relevance measures is to identify the degree of 
relatedness between the information being compared. Similarity measures are widely 
applied for comparing textual information and their role in comparing small text 
objects is discussed in [2]. Relevance measures can be used for identifying the 
orientation of the opinion expressed about a particular feature [3]. The terms in a text 
object can be classified as positive or negative based on their contribution towards a 
particular category. In opinion classification both kinds of terms are utilized to 
calculate the relevance score of a particular review. 

Concepts in Collision Theory deal with the interactions of various charged 
particles and their effect on a particular system under consideration [4]. The 
applicability of Collision Theory in Information Retrieval and the similarity between 
the unknown document and the collision system is presented in [5]. This unified 
framework for relevance calculation combines the advantages of similarity measures, 
utilizes the negative features, applies proximity information and helps in enhancing 
the performance of the matching process. We have used sentiment classification for 
testing the effectiveness of our relevance model.  

This paper is organized as follows. In Section 2, we describe the related work. 
Section 3 describes the applicability our model for sentiment classification. In 
Section, 4 we discuss our experimental results and Section 5 concludes the paper. 
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2 Related Work 

Authors [6] have analyzed the effectiveness of machine learning methods viz. Naïve 
Bayes, Maximum Entropy and Support Vector Machines (SVM) for sentiment 
classification. A term count based method that exploits negations, intensifiers and 
diminishers for sentiment classification is explained in [7]. A similarity based 
approach for classifying the factual sentences from opinion bearing sentences is 
proposed and discussed [8]. Authors [9] have given a detailed account of four related 
problems in opinion mining Viz. subjectivity classification, word sentiment 
classification, document sentiment classification and opinion extraction. The role of 
polarity shifting in sentiment classification is discussed in [10]. Models inspired by 
concepts in physics such as Quantum Theory [11], [12] and Theory of Gravitation 
[13] have been effectively applied in Information Retrieval.  

3 Collision Model for Sentiment Classification 

In sentiment classification the task is to classify the given review as positive or 
negative depending on the opinions expressed. Polarity terms viz. adjectives and 
adverbs affect the associated features either positively or negatively. For example, 
“good” is a positive polarity term, whereas “bad” is a negative polarity term. We have 
used the method applied in [14] for building polarity lists and identifying features 
from training documents. 

Sentences containing features identified from the training-set are extracted from 
the test reviews. The factors affecting the effect of polarity terms on these features are 
their weights and the role of terms other than the features and polarity terms. 
Negations are handled by replacing the associated polarity terms with antonyms. Each 
polarity term is assigned an initial value from the weights obtained from the training-
set. Three types of transitions viz. free-free, free-bound and bound-bound transitions 
are used to calculate the effective polarity of the associated feature as shown in the 
equation given below. 

Free-Free transition = 
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    Bound-Bound transition    = 
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     pv_low – Polarity weight of the positive polarity term having lower weight 
                     in a transition. 

pv_high –Polarity weight of the positive polarity term having higher weight 
                 in a transition. 

     nv_low – Polarity weight of the negative polarity term having lower weight 
                     in a transition. 
    nv_high – Polarity weight of the negative polarity term having higher weight 
                     in a transition. 

 
The distance between the features and polarity terms are calculated by considering the 
number of nouns and verbs that are in between the polarity term and feature(s) in a 
sentence. Each polarity term is reduced to half values in successive free-free and 
bound-bound transitions until the half-value of the previous polarity terms become 
less than both the polarity values in the current transition. The polarity terms on either 
side of the features are considered in distance measure used in these transitions as 
shown below. 

 
    Let us consider {F1…. Fn} as the set of features.  
     
   The score for a particular feature is calculated as,  

 
Collision Score (FSi) =  PC_Score – NC_Score 
Where FSi  is the score of the ith feature considered. 
 
PC_Score = Positive collision score 
Defined as, 
Positive collision score = Free-Free transition + Free-Bound transition (PC) 
NC_Score = Negative collision score 
Defined as, 
Negative collision score= Free-bound transition (NC)+Bound-Bound  transition 
Where,  
Free-bound transition (PC) – Positively contributing Free-Bound transitions 
Free-bound transition (NC) – Negatively contributing Free-Bound transitions 
                                        

The collision score of the overall review combines the effect of individual collision  
 scores of all features as given below. 

RS = Positive if  FS1 + FS2 +… + FSn   > 0 
RS = Negative if FS1 + FS2 +… + FSn <  0 

Where RS is the sentiment of the review. 
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4 Evaluation 

We have used the dataset containing four products provided by [15] for our 
experiments. For evaluating the effectiveness of our model we have used the accuracy 
measure. Term count method where polarity lists are built as shown in [14] has been 
successfully applied for sentiment classification. Hence, we have compared the 
performance of our approach with the term count based method. The classification 
results are shown in Table 1.  

Table 1. Comparison of accuracies for four categories using term count method and Collision 
Theory based model 

Review 
 
Class 

 
Term Count (TC) Collision Model 

Kitchen 
Positive 76.8 79.3 

Negative 62.0 67.2 

Books 
Positive 79.6 79.8 

Negative 72.0 78.6 

Electronics 
Positive 84.0 83.7 

Negative 62.0 65.6 

DVD 
Positive 82.0 81.2 

Negative 74.4 77.4 

We can observe that for kitchen and books categories the accuracy values of both 
positive and negative reviews outperform that of term count based method. In 
electronics and DVD categories accuracies of positive reviews are marginally less. 
However the results of negative reviews are better than the term count method. 
Overall our approach has given better results in 6 out of 8 categories used in the 
evaluation. 

5 Conclusion 

In this paper, we have proposed and tested the effectiveness of the Collision Theory 
inspired model of relevance calculation for sentiment classification. The distribution 
of positive and negative polarity terms is analyzed using three types of transitions. 
The sentiment of the review is determined based on the difference between positive 
and negative collisions. The advantages of the collision model over conventional 
relevance method are evident from the results of our approach. 
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