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Abstract. Grid computing is a new parallel and distributed computing paradigm 
that provides resources for large scientific computing applications. This paper 
describe the new analysis of parameters for load balancing in Grid that is 
responsible for performance of load balancing in Grid Computing. At end of 
paper we show a table of comparison of various load balancing algorithms 
based on different parameters. 
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1 Introduction 

The Grid is a hardware/ software infrastructure that enables heterogeneous 
geographically separated clusters of processors to be connected in a virtual 
environment [5], [8]. A system [3], [14] of distributed computers with tens or 
hundreds of computers connected by high speed networks of the system [13].  Many 
researchers have been carried out on load balancing for many years with the aim is to 
find the load balancing schemes. 

2 Load Balancing 

Load Balancing is the assignment of work to processors and is critical in parallel 
simulations [1]. The problem of load balancing is much more difficult in large 
distributed systems. Consider a network of n processors, described by a connected 
undirected graph ܩ ൌ ሺܰ, ܰ ሻ whereܣ ൌ ሼ1, … , ݊ሽ and ܣ is the set of arcs connecting 
different processors. These processors are cooperating in the execution of some 
computational task. Let ݔሺݐሻ  0 be the load handled by processor ݅ at timeݐ, where ݐ is a non-negative integer time variable. Let ܮ be the total load. Let ܣሺ݅ሻ be the set of 
neighbors of the ith processor.  We assume that  
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ሻݐሺݔ ൌ ሺݔ ߬ሺݐሻሻ      … (1) 

Where ߬ሺݐሻis an integer variable satisfying   0  ߬ሺݐሻ   ݐ

For each neighboring processor ݆߳ܣሺ݅ሻifݔሺݐሻ   ሻ, then a nonnegative amountݐሺݔ
of load, denoted byݏሺݐሻ , is transferred from ݅ to݆; no load is transferred ifݔሺݐሻ ݔሺݐሻ, in which case, we letݏሺݐሻ ൌ 0. For notational convenience, we also let  ݏሺݐሻ 
=0 if tא ܶ . We assume that a load transfer can take some time to be completed. We 
use ݒሺݐሻ to denote the amount of load that has been sent from processor ݅ to 
processor ݆  before timeݐ, but has not been received byprocessor ݆ before time ݐ. Let ݎሺݐሻbe the load received by processor݆ from processor݅ at time ݐ. We then have ݔሺݐ  1ሻ ൌ ሻݐሺݔ െ ∑  ሺሻ א ሻݐሺݏ    ∑  ሺሻ א ሻݐሺݎ  ,  … (2) 

And ݒሺݐሻ ൌ  ሺݏሺݐሻ୲ିଵఛୀ െ  ሺ߬ሻሻ     … (3)ݎ

Where we are making the implicit assumption that ݒሺ0ሻ ൌ 0. Since no load is 

assumed to be in transit at time zero, we have ሺ0ሻ୬ୀଵݔ ൌ L, and using Eqs. (b) and 

(c), we easily obtain the load conservation equation  ሺݔሺݐሻ୬ୀଵ  ∑  ሺሻ א ሻݐሺݒ ൌ L , t   0   … (4) 

3 Performance Parameters for Load Balancing 

Computer system performance depends on load balancing algorithm in computational 
grid [15]. Reference [13] and [6] also discusses job arrival rate and CPU processing 
rate etc. Load balancing algorithms is measured by the following parameters:- 
A. Fault Tolerant: Fault tolerance is an important property in Grid computing. Also 
in large-scale grids, the probability of a failure is much greater than in traditional 
parallel systems [10], [12].  
B. Stability: Stability gains in the load balancing algorithm by obtaining faster 
performance by a specified amount of time. In reference [11] there are several factors 
which affect the stability of the load balancing in the grid. 
C. Nature of Load Balancing Algorithms 
Static load balancing assigns load to nodes probabilistically or deterministically 
without consideration of runtime events. A Dynamic load balancing policy [7] can use 
either local or global information. 
D. Process Migration: Process migration [4] parameter provides when a system 
decides to export a process. 

3.1 Some Others Performance Parameters 

Some other parameters are Communication delay, grid topology, workload and 
negotiation protocol, and complexity [9] that is also responsible they are: 
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A. Complexity: Complexity is a measure of the performance of an algorithm in term 
of CPU time and memory usage in the system [2].Following Fig.1 shows different 
aspect of complexity. 

B. Security in Grid: Security is needed in the form of secure logins, authentication 
and authorization, access rights and privileges their surroundings [8]. 

C. Grid Topology:  As topological point of view, grid G is considered as a collection 
of C number of clusters. An example of such topology is shown in Fig. 2 & Fig. 3 [13]. 

 

4 Comparison among Scheduling and Load Balancing 
Strategies 

This section presents the comparative study of “SLB strategy [13] ”, “LBA  [6] ”, 
“ARMS[11]” and “live update information algorithm [9]” Scheduling and load 
balancing strategy: This strategy [13] is divided into three steps first step is Workload 
Estimation, second step is Decision Making and third step is Job Transferring.  

4.1 Load Balancing on Arrival (LBA) 

Load Balancing on Arrival (LBA) [6] is proposed for small-scale (intraGrid) systems.  

4.2 Agent Based Resource Management System 

The ARMS [11] is an Agent-based resource manager for grid computing, it is a 
scalable and adaptable algorithm.  

4.3 Live Update Information Algorithm 

Live Update Information Algorithm [9] is a dynamic algorithm. This criterion is 
expressed by the efficiency function ௫݂ ൌ So, for each task, 2 .݀݁݁ݏ/݀ܽܮ݈ܽݐݐ ൈ ݊  1 messages are exchanged. 
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5 Conclusion 

Through this paper, we have described multiple aspects of Grid Computing and 
introduced numerous concepts which illustrate its broad capabilities. Grid Computing 
is definitely a promising tendency to solve high demanding applications and all kinds 
of problems. This paper presents number of parameters for load balancing like 
communication delay, security, fault tolerance, efficiency, overload rejection, 
complexity, grid topology etc. At the end of paper, given table shows performance of 
various load balancing algorithm based on different parameters. 
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