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Abstract. The large databases of digital information are ubiquitous. Data from 
the neighborhood store’s checkout register, your bank’s credit card 
authorization device, records in your doctor’s office, patterns in your telephone 
calls and many more applications generate streams of digital records archived in 
huge databases, sometimes in so-called data warehouses A new generation of 
computational techniques and tools is required to support the extraction of 
useful knowledge from the rapidly growing volumes of data. These techniques 
and tools are the subject of the emerging field of knowledge discovery in 
databases (KDD) and data mining. Data mining plays an important role to 
discover important information to help in decision making of a decision support 
system. It has been the active area of research in the last decade. The 
classification is one of the important tasks of data mining. Different kind of 
classifiers have been suggested and tested to predict the future events based on 
unseen data. This paper compares the performance evaluation of evolutionary 
based genetic algorithm and decision tree based classifiers in diversity of 
datasets. The performance evaluation metrics are predictive accuracy, training 
time and comprehensibility. Evolutionary based classifier shows better 
comprehensibility over decision tree based classifiers. These classifiers show 
almost same predictive accuracy. Experimental results demonstrate that 
evolutionary approach based classifiers are slower than decision tree based 
classifiers.  This research is helpful for organizations to select the classifiers as 
information generator for their decision support systems to make future 
policies. 
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1 Introduction 

Information plays a vital role in business organizations. Today’s business is 
information hungry. Information can be used by the top level management for 



310 P. Kumar et al. 

decision making to make future policies. Due to increasing size of organizations data 
rapidly, manual interpretation of data for information discovery is not feasible. 

Over the last three decades, data mining has been growing on the map of computer 
science. It deals with the discovery of hidden knowledge, unexpected patterns and new 
rules from large databases. Data mining is regarded as the key element of a much more 
elaborate process called Knowledge Discovery in Databases (KDD) which is defined 
as the non – trivial process of identifying valid, novel, and ultimately understandable 
patterns in large databases [1]. One of the important tasks of data mining is 
classification. The conventional classifiers used for classification are decision trees, 
neural network, statistical and clustering techniques. There is lot of research going in 
the machine learning and statistics communities on classifiers for classification. In the 
recent past, there has been an increasing interest in applying evolutionary methods to 
Knowledge Discovery in Databases (KDD) and a number of successful applications of 
Genetic Algorithms (GA) and Genetic Programming (GP) to KDD have been 
demonstrated. 

The STATLOG Project[2] finds that no classifier is uniformly most accurate over 
the datasets studied and many classifiers possess comparable accuracy. Earlier 
comparative studies put emphasis on the predictive accuracy of classifiers; other 
factors like comprehensibility and classification index are also becoming important. 
Breslow and Aha have surveyed methods of decision tree simplification to improve 
their comprehensibility [3].  Brodley and Utgoff , Brown, Corruble, and Pittard, 
Curram and Mingers, and Shavlik, Mooney and Towell have also done comparative 
studies in the domain of classifiers[4-7]. Saroj and K.K Bhardwaj have done excellent 
work on GA’s ability to discover production rules and censor based production rules 
[8].  No single method has been found to be superior over all others for all datasets. 
Issues such as accuracy, training time, robustness and scalability must be considered 
and can involve tradeoffs, further complicating the quest for an overall superior 
method.  

This paper compares evolutionary approach based genetic algorithm and decision 
tree based classifiers (CHAID, QUEST and C4.5) on four datasets 
(Mushroom,Vote,Nursery and Credit) that are taken from the University of California, 
Irvine, Repository of Machine Learning Databases (UCI) [9].  

2 The Classifiers 

CHAID, QUEST and C5.0 are decision tree based classifiers [10-12]. Genetic 
algorithm is the evolutionary approach based classifier [13-17]. 

3 Experimental Setup 

There are four datasets (Mushroom, Vote, Nursery and Credit) used in this research 
work from real domain. These datasets are available from UCI machine learning 
repository [9]. Predictive accuracy, training time and comprehensibility are the 
parameters used for performance evaluation of the underlying classifiers [1, 10-11]. 
Decision tree based classifiers have been tested using Clementine 10.1 with window 
XP platform. GA has been tested using GALIB 245 simulator on Linux Platform. 
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4 Results 

                                                   

                 Fig. 1. PA                                 Fig. 2. TT                         Fig. 3. CM 

    

                  Fig. 4. CV                                     Fig. 5. CN                          Fig. 6. CC 

PA-Predictive Accuracy TT-Training Time CM-Mushroom Comprehensibility CV-Vote 
Comprehensibility CN-Nursery Comprehensibility CC-Credit Comprehensibility 

5 Conclusion 

Experimental results given in result section demonstrate that evolutionary approach 
based genetic algorithm classifier will remain the first choice when predictive 
accuracy be the selection criteria as it is independent from the domain and size of the 
datasets.  Organizations can rely on genetic algorithm and QUEST when 
comprehensibility be the selection criteria. Evolutionary approach based classifier 
scored poor in context of speed as the selection criteria. So, this paper is helpful for 
organizations to select data mining product for their decision support systems to make 
policies for future. 
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