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Abstract. Genetic Algorithm (GA) and Particle swarm optimization (PSO) are 
both population based search methods and move from set of points (population) 
to another set of points in a single iteration with likely improvement using set of 
control operators. GA has become popular because of its many versions, ease of 
implementation, ability to solve difficult problems and so on. PSO is relatively 
recent heuristic search mechanism inspired by bird flocking or fish schooling.  
Association Rule (AR) mining is one of the most studied tasks in data mining.  
The objective of this paper is to compare the effectiveness and computational 
capability of GA and PSO in mining association rules. Though both are heuris-
tic based search methods, the control parameters involved in GA and PSO dif-
fer. The Genetic algorithm parameters are based on reproduction techniques 
evolved from biology and the control parameters of PSO are based on particle 
‘best’ values in each generation. From the experimental study PSO is found to 
be as effective as GA with marginally better computational efficiency over GA. 

Keywords: Genetic Algorithm, Particle Swam optimization, Association rules, 
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1 Introduction 

With advancements in information technology the amount of data stored in databases 
and kinds of databases continue to grow fast. Analyzing and finding the critical hid-
den information from this data has become very important issue. Association rule 
mining techniques help in achieving this task.  Association rule mining is searching of 
interesting patterns or information from database [12]. Association rule mining finds 
interesting associations and/or correlation relationships among large set of data items. 
Typically the relationship will be in the form of a rule [13], ܺ ՜ ܻ Where X and Y 
are itemsets and X is called the antecedent and Y the consequent. 

Genetic algorithm and particle swarm optimization are both evolutionary heuristics 
and population based search methods proven to be successful in solving difficult 
problems. Genetic Algorithm (GA) is a procedure used to find approximate solutions 
to search problems through the application of the principles of evolutionary biology. 
Particle swarm optimization (PSO) is a heuristic search method whose mechanics are 
inspired by the swarming or collaborative behavior of biological populations. The 
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major objective of this paper is to verify whether the hypothesis that PSO has same 
effectiveness as that of GA but better computational efficiency is valid or not. This 
paper is organized as follows. Section 2 discusses the related works carried out so far 
on GA and PSO in association rule mining. Section 3 describes the methodology 
adopted for mining ARs. In section 4 the experimental results are presented followed 
by conclusions in section 5. 

2 Related Works 

During last few decades many researches were carried out using evolutionary algo-
rithm in data mining concepts. Association rule mining shares major part of research 
in data mining. Many classical approaches for mining association rules have been 
developed and analyzed. GA discovers high level prediction rules [1] with better 
attribute interaction than other classical mining rules available. The mechanism to 
select individuals for a new generation based on the technique of elitist recombination 
[2] simplifies the implementation of GA.  

In [3], cross probability and mutation probability are set up in dynamic process of 
evolution. When new population evolves, if every individual is comparatively consis-
tent, then cross probability Pc and mutation probability Pm are increased. Noda et al. 
[4] has proposed two relatively simple objective measures of the rule Surprisingness 
(or interestingness).   By contrast, genetic algorithms (GAs) [5] maintain a population 
and thus can search for many non-dominated solutions in parallel. GA’s ability to find 
a diverse set of solutions in a single run and its exemption from demand for objective 
preference information renders it immediate advantage over other classical tech-
niques. 

Particle Swarm Optimization is a population based stochastic optimization tech-
nique developed by Eberhart and Kennedy in 1995 [6], inspired by social behavior of 
bird flocking or fish schooling. PSO shares many similarities with evolutionary com-
putation techniques such as GA. However unlike GA, PSO has no evolution operators 
such as crossover and mutation. A binary version of PSO based algorithm for fuzzy 
classification rule generation, also called fuzzy PSO, is presented in [7]. PSO has 
proved to be competitive with GA in several tasks, mainly in optimization areas. The 
PSO variants implemented were Discrete Particle Swarm Optimizer [8] (DPSO), Li-
near Decreasing Weight Particle Swarm Optimizer [9] (LDWPSO) and Constricted 
Particle Swarm Optimizer [10] (CPSO). 

The fixing up of the best position [16) for particles after velocity updation by using 
Euclidean distance helps in generating the best particles. The chaotic operator based 
on Zaslavskii maps when used in velocity update equation [17] proved to enhance the 
efficiency of the method. The soft adaptive particle swarm optimization algorithm 
[18] exploits the self adaptation in improving the ability of PSO to overcome optimi-
zation problems with high dimensionality. The particle swarm optimization with self 
adaptive learning [19] aims in providing the user a tool for various optimization  
problems. The problem of getting struck at local optimum and hence premature con-
vergence is overcome by adopting self adaptive PSO [20] where the diversity of 
population is maintained.  This copes up with the deception of multiple local optima 
and reduces computational complexity. 
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3 Methodology 

Genetic algorithm and particle swarm optimization both population based search me-
thods are applied for mining association rule from databases. The self adaptive GA 
[15] is found to perform marginally better than traditional GA. This section describes 
the methodology adopted for mining AR based on both SAGA and PSO. 

Fitness value decides the importance of each itemset being evaluated. Fitness value 
is evaluated using the fitness function. Equation 3 describes the fitness function. 

ሻݔሺݏݏ݁݊ݐ݅ܨ  ൌ ሻݔሺ݊݋ܿ  ൈ logሺsupሺݔሻ ൈ ሻݔሺ ݄ݐ݈݃݊݁ ൅  1ሻ   (1) 
 

Where sup(x) and conf(x) are as described in equation 2 and 3, length(x) is length of 
the association rule type x.  

 supሺݔሻ ൌ  ே௢.௢௙ ௧௥௔௡௦௔௖௧௜௢௡௦ ௖௢௡௧௔௜௡௜௡௚ ௑்௢௧௔௟ ே௢.௢௙௧௥௔௡௦௔௖௧௜௢௡௦ ሺܺ ՜ ݂݊݋ܿ (2)       ܻሻ ൌ  ୱ୳୮ሺ௑׫௒ሻୱ୳୮ሺ௑ሻ       (3) 
 

The effectiveness of the rules mined is measured in terms of predictive accuracy.  
ݕܿܽݎݑܿܿܽ ݁ݒ݅ݐܿ݅݀݁ݎܲ  ൌ  |௑ & ௒||௑|     (4) 
 

where |X&Y| is the number of records that satisfy both the antecedent X and conse-
quent Y,  |X| is the number of rules satisfying the antecedent X. 

3.1 Mining AR Based on SAGA 

Genetic Algorithm (GA) is an adaptive heuristic search algorithm based on the evolu-
tionary ideas of natural selection and genetics. The evolutionary process of a GA [11] 
is a highly simplified and stylized simulation of the biological version.  The algorithm 
is as given below. 

Step 1. [Start] Generate random population of n chromosomes  
Step 2. [Fitness] Evaluate the fitness f(x) of each chromosome x in the population  
Step 3. [New population] Create a new population by repeating the following steps    

• [Selection] Select two parent chromosomes from a population according to 
their fitness  

•  [Crossover] With a crossover probability cross over the parents to form a   
     new offspring (children)  
•  [Mutation] With a mutation probability mutate new offspring at each locus     
•  [Accepting] Place new offspring in a new population  

Step 4. [Replace] Use new generated population for a further run of algorithm  
Step 5. [Test] If the end condition is satisfied, stop, and return the best solution in  
            current population  
Step 6. [Loop] Go to step 2 
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The mutation rate is made self adaptive in SAGA as follows: 
௠ሺ௡ାଵሻ݌  ൌ  λ ݌௠଴ ඨ∑ ሺ௙೘ೌೣሺ೙శభሻି ௙೔೘ሻ೘೔సభ మ

∑ ሺ௙೘ೌೣሺ೙ሻ ି ௙೔೙ሻ೘೔సభ మ     (5) 

 

pm

 n  is the nth generation mutation rate,  pm

(n+1) is the (n+1)th generation mutation rate.  
The first generation mutation rate is pm

0, fi

(m)  is the fitness of the nth individual itemset 
i. fmax

(n+1) is the highest fitness of the (n+1)th individual stocks. fi

(n) is the fitness of the nth 
individual i. m  is the number of itemsets. λ is the adjustment factor. The fitness crite-
rion is as described in equation 5.  

3.2 Mining AR Based on PSO 

PSO is initialized with a group of random particles (solutions) and then searches for 
optimum value by updating particles in successive generations. In each iteration, all 
the particles are updated by following two "best" values. The first one is the best solu-
tion (fitness) it has achieved so far. This value is called pbest. Another "best" value 
that is tracked by the particle swarm optimizer is the best value, obtained so far by 
any particle in the population. This best value is a global best and called gbest. The 
outline of basic particle swarm optimizer is as follows 

Step1. Initialize the population :  locations and velocities 
Step 2. Evaluate the fitness of the individual particle (pbest)  
Step 3. Keep track of the individuals highest fitness (gbest)  
Step 4.  Modify velocities based on pBest and gBest position  
Step 5. Update the particles position  
Step 6. Terminate if the condition is met  
Step 7. Go to Step 2 
 

The chromosome encoding approach adopted in this scheme is binary encoding. 
Particles which have larger fitness are selected for the initial population. The particles 
in this population are called initial particles. Initially the velocity and position of all 
particles randomly set within predefined range. In each iteration, the velocities of all 
particles are updated based on velocity updating equation 

 ܸሾݐ ൅ 1ሿ ൌ ܸሾݐሿ ൅ ܿ1 ൈ ሺ݀݊ܽݎ ሻ ൈ ሺݐݏܾ݁݌ሾݐሿ െ ሿሻݐሾݐ݊݁ݏ݁ݎ݌  ൅ ܿ2 ൈ ሺ݀݊ܽݎ ሻ ൈ            ሺܾ݃݁ݐݏ ሾݐሿ െ  ሿሻ                                                                       (6)ݐሾݐ݊݁ݏ݁ݎ݌
ݐሾݐ݊݁ݏ݁ݎ݌  ൅ 1ሿ ൌ ሿݐሾݐ݊݁ݏ݁ݎ݌ ൅        ሿ                            (7)ݐሾݒ
 

v[] is the particle velocity, present[] is the current particle. pbest[] and gbest[] are 
local best and global best position of particles. rand () is a random number between 
(0,1). c1, c2 are learning factors. Usually c1 = c2 = 2.  3. The position of particles is 
then updated based on equation 4. During position updation if the acceleration ex-
ceeds the user defined Vmax then position is set to Vmax.  The above process is repeated 
until fixed number of generations or the termination condition is met.  
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4 Experimental Results 

To confirm the effectiveness of GA and PSO, both the algorithms were coded in Java. 
Lenses, Haberman and Car evaluation datasets from UCI Irvine repository [14] were 
taken up or the experiment. Self adaptive GA and PSO based mining of ARs on the 
above dataset when performed resulted in predictive accuracy as potted in figure 1. 
The predictive accuracy when achieved maximum during successive iterations was 
recorded. PSO is found to be equally effective as SAGA in mining association rules. 
The predictive accuracy for both the methods is close to one another. 

 

Fig. 1. Predictive Accuracy Comparison 

In terms of computational effectiveness PSO is found to be marginally fast when 
compared to SAGA. This can be seen from the figures 2. 

 

Fig. 2. Predictive Accuracy Comparison 

Particle Swarm optimization shares many similarities with Genetic Algorithms. 
Both methods begin with a group of randomly initialized population, evaluate their 
population based on fitness function. Genetic operators namely crossover and muta-
tion preserves the aspects of the rules and in avoiding premature convergence. The 
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main difference between PSO and GA is that PSO does not have the genetic operators 
as crossover and mutation. In PSO only the best particle passes information to others 
and hence the computational capability of PSO is marginally better than SAGA. 

5 Conclusions 

Particle swarm optimization is a recent heuristic search method based on the idea of 
collaborative behavior and swarming in populations. Both PSO and GA depend on 
sharing information between populations. In GA information is passed from one gen-
eration to other through the reproduction method namely crossover and mutation op-
erator. GA is well established method with many versions and many applications. The 
objective of this study is to analyze PSO and GA in terms of effectiveness and com-
putational efficiency. 

From the study carried out on the three datasets PSO proves to be as effective as 
GA in mining association rules. In term of computational efficiency PSO is marginal-
ly faster than GA. The pbest and gbest values tends to pass the information between 
populations more effectively than the reproduction operators in GA. PSO and GA are 
both inspired by nature and more effective for optimization problems.  Setting of 
appropriate values for the control parameters involved in these heuristics methods is 
the key point to success in these methods. 
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