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Abstract. Cluster Pattern Matching based Classification (CPMC) is a classifi-
cation technique based on a similarity measure between the training instances 
and the unknown sample. An Ant Colony Optimization based feature selection 
is proposed to select the features. According to this approach, the training data 
set is clustered. The cluster to which the unknown sample belongs is found and 
each of the selected features of the unknown sample is compared with the         
corresponding feature of the training instances in the cluster and the class of the         
unknown sample is predicted based on majority voting of class labels having 
highest number of matching patterns. A probabilistic approach is used to predict 
the class label when more than one class label has the same majority. Experi-
mental results demonstrating the efficiency of classification accuracy of CPMC 
are shown to prove that the proposed approach is better when compared to        
existing classification techniques. 

Keywords: Classification, Pattern matching, Feature selection, Ant Colony   
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1 Introduction 

Classification is the task of learning from instances which are described by a set of 
features and a class label. An unknown sample is an instance with a set of features 
whose class label is to be predicted. The result of learning is a classification model 
that is capable of accurately predicting the class label of unknown samples. There are 
several methods in literature which attempts to classify samples based on the patterns 
in the instances of the training set. One such classification approach is K-Nearest 
Neighbor (KNN). The drawback of standard KNN classifier is that it does not output 
meaningful probabilities associated with class prediction [4]. Therefore, higher values 
of k are considered for classification which provides smoothing that reduces the risk 
of over-fitting due to noise in the training data [3]. However, choosing higher value of 
k, leads to misclassification of samples present in the training dataset as shown in        
section 5.1. A Bayesian solution to this problem was proposed and is known as         
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Probabilistic k-Nearest Neighbor (PNN). However, it has been shown that PNN does 
not offer an improvement in accuracy over the basic KNN [2]. Han et al., [1] pro-
posed a Query Projection Analytical Learning (QPAL) for classification. However, 
the drawback in this approach is that the training instances with less number of fea-
tures matching with a query are also considered. An Ant Colony Optimization (ACO) 
is a swarm intelligence algorithm to solve optimization problems. In this paper, a 
novel algorithm called Cluster Pattern Matching based Classification (CPMC) using 
an Ant Colony Optimization (ACO) based approach of feature selection is proposed. 
Experimental results show that CPMC is efficient for classifying datasets. This paper 
is organized as follows. Section 2 describes clustering the instances of the training set. 
Section 3 describes cluster pattern matching based classification. Section 4 describes 
building a CPMC training model using ACO based feature selection. A comparison 
with existing methods is described in section 5. Finally, the conclusion is presented in 
section 6. 

2 Clustering the Instances of the Training Set  

The instances in the training set were clustered based on a feature chosen arbitrarily 
termed as cluster feature. The number of clusters was initially set to the number of 
distinct class labels in the training set. Initially, one instance from each class in the 
training set was placed in each cluster. The cluster feature value of these instances 
denotes the mean value of each cluster. Each time an instance was added to the 
cluster, the difference between the cluster feature value of each instance and the mean 
value of each cluster was found. The instance is added to the cluster which has a 
minimum difference value. The mean of the cluster feature value of all instances in 
the cluster denotes the mean value of the cluster. Also the minimum and the 
maximum value of the cluster feature value in each cluster were found. This denotes 
the cluster feature range value in each cluster. 

3 Cluster Pattern Matching Based Classification 

A novel approach called Cluster Pattern Matching based Classification (CPMC) is 
proposed to classify the unknown samples. The basic blocks of CPMC algorithm are 
detailed below. 

3.1 Predicting the Class Label of the Unknown Sample 

The difference between the mean value of each cluster and the cluster feature value of 
the unknown sample was found. The unknown sample may either belong to the 
cluster for which the difference is a minimum or to the cluster whose cluster feature 
range value contains the cluster feature value of the unknown sample. The similar 
class labels of the training instances in the cluster to which the unknown sample 
belongs were grouped and their count was found. This is termed as class label count. 
The unknown sample whose class label is to be predicted is given by  (x1, x2, x3,…,xn) 
where x1,x2, x3,…,xn are the features. An ACO based feature selection method as 
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discussed in section 4 was used to select the features in the training dataset for 
comparison with the unknown sample. Each of the selected feature value xi of the 
instances of the training dataset in the cluster was compared with the corresponding 
feature value of the unknown sample. The number of features in the training instance 
whose value matches with the corresponding feature value of the unknown sample 
was counted and was denoted as feature match count. This was repeated for all 
training instances in the cluster to which the unknown sample belongs. The training 
instances in the cluster having the maximum feature match count were grouped. The 
class label of the unknown sample was predicted as the majority class label of the 
training instances in the cluster having maximum feature match count. If there were 
more than one majority class label, the probability of each class label was found by 
dividing the majority class label count by its corresponding class label count in the 
cluster. The class label of the unknown sample was predicted as the class label with 
highest probability.  

4 Building a CPMC Training Model Using an Ant Colony 
Optimization Based Feature Selection 

The classification model using CPMC was built by selecting features from the 
instances of the training dataset. An ACO method is proposed to find optimal subset 
of features for higher classification accuracy. The ant agent finds the solution by 
depositing pheromone. The pheromone deposition of the ant agent denotes the 
features of the instances in the training dataset to be compared with that of the 
unknown sample. The ant agent has a tabu list denoting the memory. The ant agent 
has a positive and negative position to deposit pheromone. The random number 
generated for the positive position must be between 0 and p, where p denotes the 
number of features. The random number generated for the negative position must be 
between 0 and q, where q denotes the maximum number of features in the pheromone 
deposition stored in the tabu list. The features in the pheromone deposition should not 
be repetitive. To deposit pheromone, the ant agent chooses two random numbers in 
the positive and negative position. Initially, the random number in the negative 
position is 0. Depending on the random number in the positive position, the ant agent 
chooses a group of positions randomly denoting the position of the features in the 
instances of the training set. The subset of features represents the pheromone 
deposition of the ant agent. The ant agent computes the energy value by finding the 
classification accuracy of CPMC for the features denoted by the pheromone 
deposition using 10 fold cross-validation. The energy value along with the pheromone 
deposition was stored in the tabu list. If the classification accuracy was less than 99%, 
the solution is not obtained and the ant agent moves to the next trail by updating the 
pheromone deposition. To update the pheromone, the ant agent chooses two random 
numbers in the positive and negative position. Based on the random number present 
in the positive and negative position, the ant agent chooses a group of positions. The 
group of positions chosen for negative position denotes the position of the features to 
be deleted from the pheromone deposition stored in the tabu list. Thus the ant agent 
updates the pheromone by either adding or deleting a subset of features or both to the 
features denoted by the pheromone stored in the tabu list. The energy value of the ant 
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agent is evaluated. If the energy value is greater than the previous trail, the tabu list is 
updated with the pheromone deposition and the energy value. If the energy value is 
lesser than the previous trail, then the newly added or deleted features are ignored. 
The process was repeated until the energy value becomes a constant for a series of 
trails or the classification accuracy was greater than 99%. Once the solution is found, 
the classification model is built and the feature subset in the pheromone deposition 
denotes the features that are to be used for comparison by CPMC algorithm to classify 
unknown samples.  

5 Comparison of CPMC with Existing Classification 
Techniques 

To prove the efficiency of CPMC algorithm, an experiment was carried out using 18 
classification datasets from the UCI machine learning repository available in the            
website http://www.ics.uci.edu/~mlearn/databases/.  

5.1 Comparison of CPMC vs KNN and Probabilistic KNN Approaches 

Consider the training instances given in Fig. 1 and the unknown samples for classifi-
cation given in Fig. 2 for a set of categorical values. With KNN (K=2), the class label 
of unknown sample 1 is predicted as C3 which has only 3 features similar to that of 
the unknown sample 1. Similarly, unknown sample 2 is classified as C3 for K=2. 
However the actual class of the unknown sample 2 is C1 as seen from the training set 
in Fig. 1 thereby leading to a misclassification.  

 

 

 
 

 
 

   Fig. 1. Similarity of instances using KNN                          Fig. 2. Unknown samples 

According to CPMC algorithm, the unknown sample number 1 is predicted to   be-
long to C2 which has 4 features matching with the unknown sample. Also for 
unknown sample 2, the class label is predicted as C1. To further show that CPMC is 
efficient when compared to KNN, a comparison of CPMC with KNN (K=1 and K=5) 
using a 10 fold cross-validation is shown in Fig. 3.  

Fig.  4 show the ten 10 fold cross-validation (performing 10 fold cross-validation 
10 times) accuracy of CPMC with probabilistic KNN methods. 

5.2 Comparison of CPMC vs Lazy Learning Approaches 

Fig. 5 shows the classification accuracy of CPMC with QPAL and LBR [1]. 
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Fig. 3. Comparison of CPMC vs KNN using 
10 fold cross-validation 

Fig. 4. Comparison of CPMC vs probabilistic 
approaches

 

 

Fig. 5. Comparison of 10 fold classification accuracy of CPMC vs Lazy learning approaches 

6 Conclusion 

An intelligent classification model using a cluster pattern matching based approach 
using Ant Colony Optimization based feature selection was built to classify data. It 
was shown that CPMC was better in classifying 14 out of 18 datasets such as anneal-
ing, contact, credit, glass, ionosphere, Kr-Vs-Kp, labor, mushroom, parkinsons, sonar, 
soybean, vehicle, WBCD and zoo when compared to KNN, probabilistic KNN and 
lazy learning approaches. However for iris and wine datasets the classification accu-
racy using CPMC was closer to the classification accuracy obtained in other methods.  
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