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Abstract. Ant Colony Optimization (ACO) is the most familiar meta-heuristic 
search algorithm and has been used in optimization of a number of feature se-
lection (FS) problems.  As a meta-heuristic search algorithm, ACO requires a 
set of parameters to solve the problem of feature selection. Pheromone Evapo-
ration Rate (PER) is the most important among all these parameters. Setting up 
the values of these parameters is a big deal. Usually, these parameters are set up 
by experimenting through a number of values and finally selecting a set of val-
ues that seems to work well for feature selection. The change in optimal feature 
selection in accordance to different values of PER and other ACO parameters is 
discussed in this paper.  ACO is applied for feature selection and classification 
of 10 datasets. From the experimental results, it can be seen that, the optimal 
value for the evaporation rate (ρ) lies around 0.7 leading to selection of best 
features and increase in classification accuracy.  
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1 Introduction 

Feature selection is constructively used by a number of Machine Learning algorithms 
especially Pattern Classification [2, 3, 4, 8, 9 and 10]. The presence of redundant, 
irrelevant and noisy data may result in poor prediction (classification) performance. 
Feature selection extracts the relevant and most useful features without affecting the 
original representation of the dataset. The generic purpose of a Feature Selection  
Algorithm related to Pattern Classification is the improvement of the classifier or 
learner, either in terms of learning speed, generalization capacity or simplicity of the 
representation [10].  

Ant Colony Optimization (ACO) is a meta-heuristic search algorithm which has 
been successfully employed to implement feature selection in numerous applications 
[5, 7, 21, 22, 23, 24, 25, 26, 27 and 28].   It can be inferred from these works that 
ACO leads to optimal selection of features and effectively increases the prediction 
results. ACO employs certain parameters to solve the optimization problems.  These 
parameters are Pheromone Evaporation Rate (PER), Local Pheromone Update (LPU), 
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parameter stating relative importance (β), parameter which decides the component 
selection(τo) and the number of ants [1] and [11]. 

While performing optimization using ACO, its parameters have to be fine tuned 
and assigned values. These values are assigned   after experimenting with an allowed 
set of numbers. The performance of the ant colony system changes with respect to the 
change of values of the parameters especially PER.  Works have been carried out 
analyzing the role of ACO parameters in combinatorial optimization problems like 
Traveling Salesman Problem, online parameter adaptation etc [11, 14, 15, 16, 17, 18, 
19 and 20].  Our work searches for the optimal values for ACO parameters in relation 
to FS problem optimization. 10 standard datasets have been used to check for the 
behavior of ACO according to different values for the PER, LPU and β.  It could be 
inferred from the results that, ACO leads to better optmization, when the value of 
PER is assigned between 0.1 and 0.7. For the value of  PER from 0.1 to 0.7, 
classification accuracy keeps increasing and the accuracy takes a transition when PER 
exceeds around 0.75 and starts to decrease. So, from the experiments conducted,  
the optimal value to be assigned to PER when optimizing FS by ACO is a value 
around 0.75. 

This paper is organized in 6 sections. Feature Selection and Classification are dis-
cussed in section 2. Section 3 gives a brief description of ACO and Pheromone Trial. 
Section 4 outlines the ACO algorithm and ACO parameters. The computational expe-
riments and results are described in section 5. Section 6 concludes the paper.  

2 Classification and Feature Selection 

2.1 Classification 

A classifier takes a set of features as input and these features have different effect on 
the performance of classifier. Some features are irrelevant and have no ability to in-
crease the discriminative power of the classifier. Some features are relevant and high-
ly correlated to that specific classification. For classification, sometimes obtaining 
extra irrelevant features is very unsafe and risky [2]. A reduced feature subset, con-
taining only the relevant features helps in increasing the classification accuracy and 
reducing the time required for training. 

2.2 Feature Selection (FS) 

Feature selection is viewed as an important preprocessing step for different tasks of 
data mining especially pattern classification. When the dimensionality of the feature 
space is very high, FS is used to extract the relevant and useful data. FS reduces the 
dimensionality of feature space by removing the noisy, redundant and irrelevant data 
and thereby makes the feature set more suitable for classification without affecting the 
accuracy of prediction [4]. It has been proved in the literature that “classifications 
done with feature subsets given as an output of FS have higher prediction accuracy 
than classifications carried out without FS” [3].   

A number of algorithms have been proposed to implement FS.  Apart from the or-
dinary FS algorithms there are two types of feature selection methods related to  
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pattern classification: Filter Approach and Wrapper Approach. Evolutionary algo-
rithms are used widely for searching the best subset of features through the entire 
feature space [5, 7, 21, 22, 23, 24, 25, 26, 27 and 28]. 

3 Ant Colony Optimization and Pheromone Trail 

Ant Colony Optimization (ACO) was introduced in early 1990s by M.Dorigo and his 
colleagues [6]. ACO algorithm is a novel nature inspired meta- heuristic for the solu-
tion of hard combinatorial optimization problems. The main inspiration source of 
ACO is the foraging behavior of real ants. Ants are social insects living in colonies 
with interesting foraging behavior. An ant can find the shortest path between the food 
source and a nest. Initially, ants walk in random paths in search of food sources. 
While walking on the ground between the food source and the nest, ants deposit a 
chemical substance called the pheromone on the ground and a pheromone trial is 
formed. This pheromone evaporates with time. So, the shorter paths will have more 
pheromone than the longer paths. Ants can smell the pheromone and when choosing 
their paths, they tend to choose the paths with stronger pheromone concentration. This 
way, as more ants select a particular path, more and more pheromone will be depo-
sited on the path. At a certain point of time, this path (the shortest path) will be se-
lected by all the ants [1]. 

4 ACO Algorithm and its Parameters 

In this work, ACO algorithm is used to optimize the selection of features and the fea-
tures selected are used to form a training set. The classifier gets trained with the se-
lected features and tests on a validation set. If the accuracy of prediction is better, then 
ACO is allowed to proceed with the optimal selection of features. So, the classifica-
tion algorithm together with ACO plays the role of feature selector while simulta-
neously increasing the accuracy of classification.   

4.1 ACO Parameters 

ACO employs a set of parameters for optimization and states a mechanism to assign 
values to these parameters. The parameters employed within ACO are listed and ex-
plained as follows [1] and [adapted from 11]: 

τo  -  This parameter determines whether the ant uses the greedy or probablistic form    
         of  component selection equation at each step of the algorithm. ϕ    -  The local pheromone updating factor(LPU). 
ρ    -  The global pheromone updating factor (Evaporation rate) (PER) 
β    -  The relative importance placed on the visiblity heurisic. 

All these parameters are important and plays effective role in optimization. ACO 
requires setting up the values of these parameters, before  commencing its selection 
process. Apart from this, the  number of ants to do the search procedure should also 
be decided. The ACO mechanism allows each ant  to maintain its own parameters and  
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in turn these are used to adapt to other paramter values.  PER is the  significant 
parameter as it decides where more pheromone is to  be accumulated and what is to 
be selected[1].  

4.2 The ACO Algorithm 

The implementation of ACO based feature selection is based on the ACO algorithm 
proposed by Nadia Abd-Alsabour et al [7]. The following equations (1), (2), (3) are 
used in implementing ACO to select optimal features and increase the classification 
accuracy [adapted from [7]]. 

                                    .                      (1) 

                                    .                                              (2) 

                                .                                 (3) 

At the start of the algorithm, all the parameters are initialized. The features of the 
dataset are assigned a pheromone value each and are initialized to a small positive 
number in the range [0, 1]. Each ant selects a feature based on the probability value as 
given in (1). Accumulation of pheromone is done, when a feature is selected by using 
equation (2). Because the classifier is also involved, the pheromone accumulation 
actually encourages the selection of the feature that is more relevant and has a posi-
tive effect on the classification accuracy. After all the ants have finished a run, the ant 
producing the highest classification accuracy is considered as the best ant (L) and then 
the global pheromone update is done using equation (3). Global pheromone update 
actually leads to the pheromone evaporation of irrelevant features. After a predeter-
mined number of iterations are over, the algorithm halts yielding the set containing 
optimal features.   

5 Experiments and Discussions 

5.1 Datasets  

We have arrived at the optimal values for ACO parameters to be used with Feature 
Selection and classification, based on the experiments conducted using 9 UCI (Uni-
versity of California, Irvine) datasets and the HIV dataset. The datasets are taken from 
the UCI repository [12] and the datasets used are Cleveland Heart, Hepatitis, Lung 
Cancer, Dermatology, Pima Indian Diabetes, Liver, Wisconsin, Diabetes and HIV. 
The description of the data sets is given in Table 1. All the datasets listed in Table 1 
are standard datasets and have been used in a number of classification and feature 
selection problems. In order to arrive at optimal values for the ACO parameters, these 
datasets are used. 

5.2 Experiment 

All computations are done using WEKA (Waikato Environment of Knowledge Anal-
ysis) [13]. As discussed in section 4.1, the ACO parameters used for optimization of 
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feature selection are ρ, ϕ, β, τo, τi and the number of ants. The number of ants is usual-
ly set equal to the number of features and the pheromone values τi of the features are 
initialized to a small positive number in the range[0,1].  Because the pheromone val-
ues assigned are probability distributed, the pheromone values can be randomly as-
signed to the features. ρ, ϕ, β should also be assigned values in the range [0, 1]. The 
effect of these parameters over optimization has been discussed in a number of works 
in the literature [11, 14, 15, 16,17,18,19 and 20].  

Table 1. Datasets Description 

Dataset No. of Samples No. of Features No. of Classes 
Heart-C 303 13 2
Dermatology 366 34 6
Hepatitis 155 19 2
Lung Cancer 32 56 2
Pima Indian Diabetes 768 8 2
Liver 345 6 2
Wisconsin  699 9 2
Lymphography 148 18 4
Diabetes 768 9 2
HIV 500 21 3

The parameter of global update ρ, which is also the parameter indicating the evapo-
ration rate, has significant effect over the selection of features, based on the value set 
to it. The relative factor β and LPU ϕ, affects the optimal feature selection but com-
pared to the evaporation rate ρ, they have lesser significance. The importance of the 
pheromone evaporation rate has been revealed in the literature [1, 11, 14, 15, 
16,17,18,19 and 20]. 

Table 2. HEART C - ACO based Feature Selection and Classification Accuracy 

Evaporation Rate ρ  ϕ Actual Features Features Selected Accuracy(%) 

0.1 
TO 
0.69 

0.0 13 1(2) 65.67 
0.10 13 3(7,11,13) 71.94 
0.2 13 2(7,13) 82.25 
0.3 13 5(2,3,7,11,13) 86.85 

0.7 To1 

0.0 13 1(7) 58.74 
0.1 13 2(1,7) 59.73 

0.2 13 1(2) 65.67 

The following tables 2,3,4,5,6,7,8,9,10 and 11 show how the values of the parame-
ters affect the behavior of ACO in optimal selection of features and in increase of 
classification accuracy. For Heart dataset, when the evaporation rate ρ is assigned the 
value from 0 to 0.69, the features are selected and the accuracy keeps increasing. 
When ρ takes up values in the range of [0.7, 1], the classification accuracy keeps de-
creasing and is not a favorable situation. The relative factor β has the same effect over 
optimization for all the values in the interval [0, 1].  The local pheromone update ϕ 
has yielded better result when it is set to 0.3. 
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Table 3. HEPATITIS - ACO based Feature Selection and Classification Accuracy 

Evaporation Rate ρ ϕ Actual Features Features Selected 
Accuracy 

(%) 

0.1 
TO 
0.73 

0.0 19 2(4,7) 58.06 
0.1 19 17(all except 13,19) 60 

0.2 to 
1 

19 
14(all except 

13,15,16,17,19) 
65.16 

0.74 To 1 
0.0 to 

1 19 
13(all except 

10,11,14,15,17,19) 77.45 

Table 4. LUNG CANCER - ACO based Feature Selection and Classification Accuracy 

Evaporation Rate ρ ϕ 
Actual 

Features 
Features Selected 

Accuracy 
(%) 

0.1 
To 

0.78 

0.0 
to 1 

56 

33(1,2,4,6,7,9,11,12,17,18,
21,22,24,26,27,28,30,31,33,36, 

37,38,39,41,42,43,44,45,46,47,48, 
52,54) 

87.37 

0.79 
To 

0.87 

0.0 56 50(all except 1,3,5,10,13,20) 81.25 
0.1 
to 1 

56 53(all except 3,5,13) 82.37 

0.88 

0.0 56 52(all except 1,3,5,13) 71.25 
0.1 56 6(1,2,4,6,24,49) 70.87 
0.2 
to 1 

56 1(1) 65.62 

0.89 to 1 
0.0 56 50(all except 1,3,5,10,13,20) 80.25 
0.1 
to 1 56 2(1,2) 65.62 

 
For Hepatitis dataset, the impact of the parameters is in a reverse order to that of 

Heart C. ACO gives lesser accuracy for the value of  ρ from 0 to 0.73 and the accura-
cy gets increased for the value of  ρ higher than 0.73. β has the same effect for all the 
values in the range [0, 1].  ϕ affects the optimization process for lower values of ρ 
and produces the same result for the higher values of ρ.    

Table 5. DERMATOLOGY- ACO based Feature Selection and Classification Accuracy 

Evaporation Rate ρ ϕ Actual Features Features Selected 
Accuracy 

(%) 

0.1 
TO 
0.77 

0.0 to 
0.4 34 

28(all except
4,7,11,13,20,34) 96.90 

0.5 to 1 34 
27(all except 

4,7,9,11,13,20,34) 98.35 

0.78 
To 
1 

0.0 34 33(all except 13) 95.90 
0.1 34 33(all except 13) 94.5 

0.2 to 1 34 1(1) 35.79 
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Table 6. PIMA- ACO based Feature Selection and Classification Accuracy 

Evaporation Rate  ρ ϕ Actual Features Features Selected 
Accuracy 

(%) 
0.1 TO 0.77 0.0 to 1 8 6(except 5,7) 81.11 

0.78 
0.0 To 0.2 8 6(except 5,7) 81.11 

0.3 To 1 8 6(except 3,4) 89.82 

0.79 To 0.81 
0.0 To  0.2 8 6(except 5,7) 81.11 
0.3 and 0.4 8 6(all except 4,8) 74.73 

0.5 To 1 8 1(1) 67.83 

0.82 
To 
1 

0.0 8 8(all) 80.11 
0.1 8 6(all except 4,8) 74.73 

0.2 To 1 8 1(1) 67.83 

Table 7. LYMPHOGRAPHY – ACO based Feature Selection and Classification Accuracy 

Evaporation Rate ρ ϕ   Actual Features Features Seleted Accuracy 

0.1 to 0.74 
0.0 18 1(2) 70.94 

0.1 To 1 18 16(all except 1,13) 78.35 

0.75 to 1 0.0 to 1 18 1(2) 70.94 

Table 8. LIVER - ACO based Feature Selection and Classification Accuracy 

Evaporation Rate ρ ϕ Actual Features Features Selected Accuracy(%) 

0.0 to 0.78 0.0 to 1 6 4(except 4,6) 88.63 

0.79 To 1 
0.0 to 0.3 6 4(except 4,5) 84.63 
0.4 to 1 6 1(1) 57.97 

Table 9. WISCONSIN - ACO based Feature Selection and Classification Accuracy 

Evaporation Rate (ρ) ϕ Actual Features Features Selected Accuracy(%) 

0.0 To 0.71 0.0 to 1 9 4(except 4,6) 87.65 

0.72 To 1 

0.0 to 0.3 9 4(except 4,5) 83.0 

0.4 to 1 9 1(1) 63.29 

Table 10. HIV - ACO based Feature Selection and Classification Accuracy 

Evaporation rate (ρ) 
 

ϕ Actual features Features seleted Accuracy(%) 

0.1 To 0.78 
0.0 to 0.7 21 all 77.25 

0.8 To 1 21 7(2,4,9,10,11,12,19) 85.65 

0.79 To 1 0.0 to 1 21 all 77.25 
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Table 11. DIABETES - ACO based Feature Selection and Classification Accuracy 

Evaporation Rate (ρ) ϕ Actual features Features seleted Accuracy 

0.0 to 0.69 0.0 to 1 8 8(all) 73.82 

0.7 
To 

0.74 

0.0 to 0.3 8 6(except 4,8) 84.11 
0.4 8 7(all except 8) 73.95 

0.5 To 1 8 8(all) 73.82 

0.75 
To 
1 

0.0 To 0.1 8 8(all) 73.82 
0.2 8 6(all except 4,8) 74.73 

0.3 To 1 8 7(all except 8) 73.95 

From the tables 2,3,4,5,6,7,8,9,10 and 11 it can be seen that, except Hepatitis, for 
all other datasets, the feature selection is optimal and the accuracy is higher, when the 
evaporation rate is set to 0.75 and below it. The local pheromone update factor has 
only a little significance and performs its best when set to the values in the range [0.3, 
0.5]. The relative factor β has the same effect on optimization for all the values in 
between [0, 1].  

From the data represented in Tables 2 to 11, it can be inferred that,  

a. The relative factor β affects the optimization process in the same way for all the 
values in the range [0, 1].  

b. The local pheromone update factor ϕ, shows varied performance based on the 
values it is assigned to.  However, the results suggest ϕ gives best results when it 
is assigned values in between 0.3 to 0.5. 

c. When the PER ρ is assigned values around 0.7, it leads to best optimization and 
higher classification accuracy. 

d. Except for Hepatitis dataset, the accuracy increases for the values of PER from 
0.1 to 0.7(roughly) and the accuracy starts decreasing when PER takes values 
from 0.75 to 1.  

e. When ACO is applied for optimization of feature selection, the parameters can be 
set to the optimal values suggested by this experiment.  

f. The optimal values are 0.3 to 0.5 for LPU, 0.7 to 0.75 for PER. β can take any 
value from 0 to 1. 

6 Conclusion 

ACO has been widely employed to solve combinatorial optimization problems. Lite-
rature has proved FS implemented using ACO has always resulted in optimal feature 
selection and better classification accuracy. However, setting the values of parameters 
required in ACO mechanism is usually a time consuming process. These parameters 
are usually set by running the trial and error on all possible values and finally select-
ing the numbers that yield best results. In this work, ACO in combination with a  
classifier is employed for optimal selection of features. We have experimented by 
assigning all the allowed values to the ACO parameters using 10 different data sets 
and arrived at optimal values for these parameters within the allowed range of values. 
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