
A Framework for Resource Selection in Internet

of Things Testbeds

Michele Nati1, Alexander Gluhak1, Hamidreza Abangar1,
Stefan Meissner1, and Rahim Tafazolli1

University of Surrey, Guildford, GU2 7XH, UK
{m.nati,a.gluhak,h.abangar,s.meissner,r.tafazolli}@surrey.ac.uk

Abstract. As the scale and heterogeneity of experimental environments
increases, the selection of adequate testbed resources becomes a daunt-
ing task for the experimenter. Wrong choices or unexpected resource
behavior can significantly decrease an experimenters productivity. These
challenges are further amplified by the recent trend of moving testbeds
from isolated labs to unpredictable real world environments to favor ex-
perimental evaluation under realistic conditions. This paper presents a
framework for resource selection in large scale and heterogeneous Inter-
net of Things testbeds, in order to support the experimenter with an
increased understanding of available testbed resources, their expected
behavior and topological relationships in the experimentation environ-
ment. Through an evaluation case study we demonstrate the effectiveness
of our proposed framework.
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1 Introduction

The promise of the Internet of Things (IoT) to bring new levels of efficiency
and increased real world insights to a variety of business domains has fueled
research in the recent years with the aim to make this vision become a reality.
However, the lack of understanding how existing solutions can operate in vari-
ous real world environments as well as the missing consensus on technologies and
standards across different business sectors has hampered the wide scale deploy-
ment of IoT solutions. There is a growing need to evaluate, compare and bench-
mark emerging IoT solutions on larger scale and outside lab environments under
realistic operational conditions and to mature these solutions further through
experimentally driven research.

While suitable experimentation environments and testbeds are slowly emerg-
ing [1], there is still a lack of adequate tools in order to support user friendly
and efficient experimentation in such environments [2] with reduced manage-
ment complexity. In particular features such as increased heterogeneity of these
testbeds and their scale represent severe challenges for the experimental users as
well as the testbed management tools that are necessary to manage efficiently
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available testbed resources. For example the selection of an adequate set of ex-
perimentation resources for a planned experiment can be a daunting task in
an environment of thousands of experimentation resources, with different ca-
pabilities and time-varying properties if the user is provided with non-intuitive
user interfaces such as simple resource list which are commonly used in today’s
testbeds. Similarly testbed management tools must provide reduced complexity
for testbed administrators to manage a potentially large number of experimenta-
tion resources. These tools must take into account the time-varying properties of
testbed resources and their surrounding environment in order to provide users
with reliable information for their selection and to optimize the re-use of the
underlying testbed substrate for concurrent experiments.

In this paper, we present a framework for large scale and heterogeneous In-
ternet of Things testbeds, which allows experimental users to efficiently select
resources to fulfill specific experimentation requirements based on static and
time varying properties of available testbed resources. More concretely we make
the following specific technical contributions that are integrated into an holistic
framework:

– We propose a mechanism that allows an experimental user to quickly ver-
ify whether there are suitable resources for an experiment based on static
properties of the testbed. For this purpose an ontology for describing IoT
testbed resources has been developed together with a semantic query mech-
anisms that identifies a suitable set of resources based on matching required
properties to those of available IoT testbed resource description instances.

– We provide a tool that allows a user to visually explore the topology for the
resource required for an experiment and further scope the exploration by
specifying constraints such as time-varying properties of links between IoT
resources.

– We provide mechanisms to efficiently update properties of resources in the
system to closely match real world changes to the testbed infrastructure and
surrounding environment.

– We describe an implementation of the above framework and evaluate its
effectiveness on a case study in our testbed

The remaining paper is structured as follows. Section 2 surveys existing work,
while section 3 provides an overview of our framework for resource selection,
putting it into the context of IoT experimentation environments. Section 4 de-
scribes in more detail realization of our proposed framework components and
underlying information models. In section 5 we evaluate the effectiveness of
the proposed framework using a detailed case study and present conclusions in
section 6.

2 Related Work

In the following section we briefly discuss related work in the field and how our
work differs and improves on it. In particular we focus on how resource selection
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in existing Wireless Sensor Network and IoT testbeds is supported and how
resources in these testbeds are described.

2.1 Resource Selection in Existing WSN and IoT Testbeds

The increasing trend in the field of Wireless Sensor Networks (WSNs) and IoT
research to test the effectiveness of the proposed solutions on a real hardware
deployments motivated the creation of a multitude of IoT testbeds and the
development of numerous custom solutions for their management [2]. Most of
the proposed solutions provide basic functions for executing experiments on top
of a given set of resources, such as reprogramming resources with a given test
image, resetting them in order to start and stop an experiment and to stream
back debug messages generated at run-time by the selected resources to a central
server, mainly through the use of a wired backbone infrastructure. Examples of
such frameworks are MoteLab [3], TWIST [5] and their clones or evolutions,
such as for instance the INDRIYA testbed [2]. These frameworks were mainly
used to manage a set of homogeneous sensor nodes as experimentation resources
and provided the user with little support in selecting suitable ones apart from a
list-view providing not much more information than the unique identifier of the
resource. Such approaches for resource selection put an increasing burden on the
testbed user for larger testbeds with heterogeneous nodes.

In order to present topological relationships between nodes and environmental
dependencies, some frameworks provide views to display a deployment map of
the testbed resources, showing the hierarchy of the testbed infrastructure com-
ponents [4] and/or physical links that may exist between different nodes [3].
While serving as decision aid for the experimental user, they are based on
static information data bases that have been obtained through previous experi-
ments or by manual user entry. Furthermore resource selection is still carried out
manually through list-views, making it a tedious tasks for experimental users.
In order to better capture the characteristics of heterogeneous resources, the
WISEBED [6] framework defines an XML based language called WiseML able
to describe testbed resources and topological links they may have. In order to
select adequate experimentation resources, users must still either browse these
WiseML descriptions or generated lists from these XML documents. Similarly,
SWORD [17] represents an example of an XML based declarative resource dis-
covery service for wide-area distributed systems, which successfully operates on
top of overlay testbeds such as PlanetLab.

Our framework complements the above efforts by providing a holistic solution
to simplify resource selection for large scale and heterogeneous IoT testbeds and
corresponding framework management services.

2.2 Description of Testbed Resources

The increased heterogeneity in testbed hardware and the need to provide access
to testbed resources in the context of federated testbeds has motivated more
descriptive approaches of expressing resource capabilities inside of a testbed
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framework. Initial approaches made use of XML based description formats. Ex-
amples thereof are the aforementioned WiseML format or the RSpec [9] format
of the ProtoGENI and PlanetLab control framework. The cOntrol, Management
and Measurement Framework (OMF) developed within the ORBIT testbed, in-
troduced a domain-specific language named OEDL [10], which allows to describe
experiment specific resource requests through a Ruby based scripting language.

The potential of exploiting machine processing capabilities for the development
of advanced testbed tools that increase the autonomy of testbed operation and
productivity of the testbed users have seen semantic resource descriptions recently
emerging. An early example is the Network Description Language (NDL) [11], its
extension NDL-OWL and the Network Markup Language (NML).

There have been other attempts developing XML and RDF based resource de-
scriptions for sensor networks, which are however not focused at modeling these
as testbed resources. Examples are the Sensor Model Language (SensorML) [12],
the Semantic Sensor Network specification of W3C [13] or OntoSensor [14]. These
efforts mainly focus on the sensing capabilities and observations or how to expose
sensors as service endpoints in web service architectures.

More closely to our work on semantic modeling of IoT testbed resources is
the recent work of Ju et al. [7]. In their work the authors propose an ontology
for describing heterogeneous resources of wireless sensor network called LENS
(Language for Embedded Networked Sensing) which has been integrated within
the testbed framework developed by KanseiGeni initiative [8]. In contrast, our
approach does not propose an ontology model from scratch, but instead extends
the recent W3C ontology on Semantic Sensor Network [13] by specifying further
details pertinent to IoT testbed resources. While there are similarities in modeled
concepts, there a differences in properties and how the relationships of concepts
are expressed. Furthermore, the authors of [7] do not provide any details on the
mechanisms to populate and maintain the static and dynamic properties of these
models within the testbed framework during operation.

3 Overview of Framework Architecture

Experimentation on existing IoT testbeds typically follows an experimentation
life-cycle that comprises different activity stages, including experiment speci-
fication, preparation of experimentation resources as well as the execution of
experiments and the subsequent analysis of experimentation data [2].

One of the most critical task is the experimentation scenario design and the
selection of appropriate testbed resources for the envisioned experiment. The lat-
ter is particularly challenging for large scale IoT testbeds such as the emerging
SmartSantander facility [1] as the experimental user is confronted with thousands
of possibly heterogeneous experimentation resources with different capabilities
and specific connectivity characteristics, constraint by their deployment environ-
ment. This is further complicated by that fact that experimentation resources
may fail or become temporarily unavailable for experimentation due to connec-
tivity failure or other ongoing experimentation tasks. Furthermore time-varying
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interference levels at wireless experimentation resources due to ongoing experi-
mentation at neighboring experimentation nodes or external sources may have
an influence on the suitability of a particular experimentation resource.

Figure 1 shows a high level overview of the architecture of our proposed IoT
experimentation framework. As can be seen from the figure, the framework func-
tions and support tools are exposed through a graphical user interface called
TMON towards the experimental users of the testbed. TMON allows simpli-
fied and user friendly access to a variety of different testbed services which are
able to support the experimentation users during all stages of experimentation.
This includes access to functions that assist the user during experiment specifi-
cation and resource configuration phases but also during experiment execution
and experimentation data analysis.

Fig. 1. Overview of the architecture of the proposed IoT framework for resource selec-
tion and management

For supporting the resource selection phase, the framework provides two ded-
icated functional components, the resource explorer and the topology explorer in
order to assist the user with an exploration of available testbed resources and
their static and dynamic properties and topological interdependencies. In our
framework testbed resources and the preliminary static capabilities they pro-
vide are described by semantic resource descriptions, which are stored in a RDF
data base. Through TMON a user can formulate visually queries for specific
resource properties in order to satisfy the requirements for a particular experi-
mentation scenario. The resource explorer evaluates these queries and performs
a semantic matching against the semantic resource descriptions (RD), in order
to provide the user with a selection of testbed resources fulfilling the desired
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properties. Once an initial subset of resources has been selected, the topology
explorer allows a user to explore the topological relationships and characteris-
tics of the links between nodes. As this information is quite dynamic and may
change in particular for wireless links, it is updated regularly by the testbed
management framework and kept in a separate database. This data base also
includes other dynamic properties such as the interference levels experienced in
different wireless channels. Testbed resource observers that are attached to each
testbed resource are able to detect the availability of new testbed resources,
as well as corresponding status and topology information and ensure that the
information available to the proposed testbed framework functions are always
up-to-date. The preliminary event based communication is realized through a
publish subscribe messaging bus inside of the framework.

Once a user has selected a suitable set of experimentation resources, the exper-
imentation specification is completed through TMON by provisioning of images
for experimentation and the specification experimentation timing requirements.
The experimentation configurations are passed to the reservation system and
scheduler for execution of the experiment. An experiment executor controls the
execution of experiments and allows testbed users to interact with the exper-
iments. During the experimentation phase, experimentation results and traces
are collected to an experimentation database. TMON provides the user with
different views to the experimentation data, allowing quick visual inspection
of the behavior of an experiment during execution or a detailed analysis after
experimentation.

The discussions in the remaining paper will focus on the components and
tools that allow efficient specification of testbed resources.

3.1 Resource Exploration

The purpose of the resource exploration tool is to simplify the discovery of
available experimentation resources and the identification of a suitable sub-set for
an envisioned experiment. The design of an adequate experimentation scenario
is not an easy task and requires the user to have a thorough understanding of the
underlying testbed resources, their capabilities and inter-relationships. For larger
testbeds such information may be difficult to know or obtain upfront. Starting
with a rough idea for an experimentation scenario an experimentation user will
explore the availability of suitable resources and may iteratively adapt and refine
the experimentation scenario to match the characteristics offered by a testbed
environment. The availability of critical information for the resource selection
process is crucial, so is the efficiency with which such information can be accessed
and searched directly by the human experimenter or by tools supporting him.

In order to leverage the increased machine processing capabilities of the grow-
ing eco-system of the semantic web, one of our design decision has been to seman-
tically describe our testbed resources. Instead of reinventing an ontology from
scratch for our resource model, we have carefully evaluated existing state of the
art ontologies in the sensor network and IoT domain and selected the Semantic
Sensor Network (SSN) ontology [13] as a starting point. We have then extended
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Fig. 2. UML diagram of the resource description model

the SSN ontology with concepts that are pertinent to IoT and sensor network
testbed resources, including the most critical information that an experimenter
may require for an adequate selection of testbed resources. Figure 2 provides
an overview of the key concepts of SSN highlighted in grey and our proposed
extensions.

Our proposed resource model takes into consideration the three possible de-
vice tiers that state of the art IoT facilities [2] are comprised of, by subclassing
platforms for IoT node tier, gateway tier and server tier from the original SSN
platform concept. A platform is deployed at a particular location, which has
implication for most of the different devices that it hosts. Devices that are at-
tached to a platform can be computing and communication devices and for the
IoT node platforms often sensing and actuation devices. Communication devices
can be wired or wireless. Sensing devices observe properties of their surrounding
environment, which are constraint to a particular observation area. Likewise ac-
tuator may influence properties within their respective actuation area. The SSN
ontology so far only specifies sensing devices.

For each of the concepts a variety of attributes have been defined that may
be of relevance to the experimenter for resource selection. Experimentation
code, e.g. a protocol implementation, is often developed based on a particular
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operating system, e.g. TinyOS and may have certain requirements on processing
capabilities or available memory of the underlying node platform. It is there-
fore important to know whether there are nodes supporting the execution of
the experimentation code. Some experiments may require specific sensing ca-
pabilities and/or cover specific geographic locations with these. In other cases
experimenters may have a specific interest in communication devices available at
IoT and GW nodes and what settings are possible for their configuration during
experimentation. It is important to note that our proposed resource model is
a starting point and will evolve as new hardware or software features become
available or new experimentation use cases emerge.

The resource descriptions are created an maintained in a triple store, which
can be queried through a SPARQL query engine. In order to hide the user from
the details of constructing SPARQL queries, our resource explorer provides an
front-end for visual query specification. These query specification contain the
above described resource types available, constrained by desired properties and
required numbers. The visual query specifications are then translated by the
resource explorer into a set of SPARQL queries which are submitted to the
query endpoint. Only those resources will be returned that satisfy the filters
applied in the query. While gaining quickly effective feedback about availability
of suitable resources, the user can use the identified subset as a starting point
for further topology exploration.

3.2 Topology Exploration

Based on the nature of an experiment, an experimenter may be interested also
to investigate the relationship among the resources and between the resources
and the experimentation environment. The topology explorer provides the exper-
imenter with an interface to explore these relationships based on an underlying
physical network topology model as depicted in Figure 3 for IoT node platforms.
A physical topology consists of node platforms and links. A link is defined be-
tween two communication devices that are hosted by a node platform. Each link
is described by a source device and by a sink device, thus two links between to
devices may exist with their specific properties. This is in particular the case for
wireless interfaces where link behavior is inherently asymmetric. Furthermore
in order to account for interference in an experimentation environment a cor-
responding interference module describes the perceived interference at the sink
side of a link.

Examples of a topology visualization are provided in provided in figures 4
and 5. The topology explorer takes as input a node set and a particular setting
configuration of the communication devices. For example, for an 802.15.4 based
radio, the interface takes as input one of the 16 available channels and one of
the transmission power level available for the radio chip featured by the respec-
tive resource. Based on this information, all the links connecting the selected
resources are visualized. The topology explorer also offers the possibility to fil-
ter only the links with specific properties in terms of Packet Error Rate (PER),
Link Quality Indicator (LQI), Receive Signal Strength Indicator (RSSI). A given
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Fig. 4. TMON Topology Explorer, inter-
ference free topology

Fig. 5. TMON Topology Explorer, inter-
ference affected topology

pre-defined sets of topology exploration rules are also defined, implemented and
accessible to the user in order to highlight nodes forming a connected component,
nodes forming a clique, or all the nodes geographically connected to a selected
destination sink. Further user-defined rules can be also easily defined based on
a plug-in mechanism provided by the TMON interface, which offers APIs for
accessing topology information and their visualization.

Figure 4 shows the nodes that are geographically connected (yellow nodes) to
a selected sink (green node) with a path made by only nodes closer to the sink
than the considered node and for a given selected configuration of channel (20),
power level setting (7) and PER (0.9). Red nodes represent dead-end nodes in
a geographic sense, while blue nodes (not present in the considered topology)
are the disconnected ones, because no links between them and the rest of the
topology exist for the selected parameter. All these provided information allow
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the user to gain a better understanding of the relations between resources and
check if they match what it will expect to see during its experimentation phase
in terms of topology connectivity, multi-hop path between a given source and
destination nodes or other features.

Apart from displaying available links between nodes, a user can also explore
existing interference affecting the links in an experimentation environment. For
a scenario similar to that depicted above (channel 15, power 7, PER 0.9), Fig-
ure 5 shows the interference that was present during the characterization of the
respective links by highlighting the occurrence of interference above a certain
threshold level with exclamation mark symbols next to the affected links and
by changing the node shape to a triangle. By adjusting channels and interfer-
ence levels an experimenter can thus quickly determine where his experiment
may be affected by an overlapping interferer in the environment. In our initial
implementation, we consider as interference sources the presence of WiFi Access
Point operating close to a resource in a range of frequencies overlapping with
those selected by the user for its experiment. A range of configurable parameters
for selecting the interfering sources based on the quality and power of the IEEE
802.11 signal affecting a given resource is also provided to the user. Our model
can be extended to other interferer based on available detection mechanisms in
the testbed.

The outcomes of both resource and topology exploration phase is a set of
suitable experimentation resources that can be further reserved and configured
for subsequent experimentation.

3.3 Resource Observation Plane

The resource and topology explorer are only effective, if the information kept in
the underlying information models about the resources is up-to-date and reflects
the current conditions in the testbed. This is the responsibility of the testbed
resource observer in our framework. Testbed resource observers have two primary
tasks. The first one is to keep track of the availability status of testbed resources
in the testbed and detectable changes to resource properties and reflect those in
the semantic resource descriptions. The second task is to keep continuously track
of topology and environmental related information of the testbed, such as link
characteristics or experienced interference levels in the surroundings and reflect
those in the topology data base. In the following we describe the realization of
each of the two functionalities in more detail.

The first time a new resource is added to the testbed, an administrator pro-
visions a semantic resource description (possibly by customizing a pre-existing
template for a resource type), which is added to semantic resource database.
This ensures that only authorized resources are able to attach to the testbed
framework. These descriptions are only removed, if an administrator decides to
discontinue the use of a particular testbed resource.

Our assumption for our framework is that IoT testbeds follow a three tier ar-
chitecture, which is the case for more advanced IoT testbeds of larger scale [2].
In such architectures, IoT nodes attach to GW tier devices which in turn attach
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to server tier devices. The testbed resource observer function is realized by a dis-
tributed process framework that is mainly deployed across nodes of the server
and gateway tier. Testbed resource observer instances of the GW tier not only
observe information about their own node, but also take care of observing di-
rectly attached IoT nodes. In the case of a two tier architecture with no GW tier,
the testbed resource observer instances on the server tier take care of directly
attached IoT nodes. Our design tries to minimize the reliance on IoT node tier
as much as possible, due to the resource constraint nature of these devices to
support a dedicated observation plane stack in parallel to experimentation code.

Availability information for testbed resources is kept as soft-state and requires
periodic update from Testbed resource observer instances. Respective instances
report the resource identifier of the corresponding testbed resources they are
responsible for using registration messages, which are matched against the se-
mantic resource descriptions in the data base. Only previously configured re-
sources are considered. Resource identifiers are in the form of URNs composed
of a testbed identifier prefix (preconfigured by an administrator at the testbed
resource observer instance) and a unique resource identifier that can be discov-
ered local at a resource. The latter can be the MAC address of the interface
through which a node attaches to the testbed or a serial id for the case of some
IoT devices, e.g TelosB.

While the update process for server tier and GW tier devices is straight for-
ward, some more details for the IoT tier need to be explained. The testbed re-
source observer instances of the GW device discover directly attached IoT nodes
either through implicit detection of their attachments or through an explicit reg-
istration of the IoT node instances. The first case works well for IoT nodes that
are connected through a wired infrastructure. For example in our testbed all
sensor nodes are attached via USB connections to the GWs, which can discover
attachment and detachment of USB devices by observing the USB bus events or
device maps of the underlying operating system. In the case only wireless links
exist to IoT resources, each IoT resource must be configured with a bootstrap
image that is able to communicate availability information and minimum device
properties (such as the resource id) to the testbed resource observer instance of
a gateway device. Apart from updating availability information or changes to
properties that can be locally detected, e.g. energy levels, testbed resource ob-
server instances also update discovered topology related information between
IoT nodes and GW nodes.

A more complex process is the maintenance of IoT node related topology in-
formation and environmental characteristics such as interference for which the
testbed resource observer relies on further support functionality. The update of
the IoT node related topology information is coordinated across different testbed
resource observer instances and requires the explicit installation of a profiling
image on the IoT nodes. The outcomes of such characterization is then reflected
by the resource observers in the topology database. Update of IoT node topology
related information is carried out automatically at periodic intervals during idle
time of the testbed resources or based when significant changes in interference
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are detected in the surrounding environment. In order to avoid interference with
ongoing or scheduled experiments, the profiling activities are carefully coordi-
nated using knowledge on utilized channels from the experiment specifications.
The interference characterization of the environment requires interference de-
tectors to be present at the gateway nodes. As our IoT nodes operate in the
2.4 GHz ISM band, WiFi interferer represent the major problem. Our current
implementation characterizes interference caused by WiFi access points in the
surroundings by frequently scanning available sources and recording the corre-
sponding channels together with signal strength and quality indicators through
a WiFi card attached to the gateway node. As a GW device and directly at-
tached IoT nodes are physically close located in our testbed architecture, we
make the simplifying assumption that the measured interference at the GW
nodes caused by the presence of WiFi signals also affects the IoT nodes in the
same manner. The testbed resource observer updates the corresponding informa-
tion in the topology database. Interference characterization takes also place at
the same time link characterization experiments are performed. As interference
characterization does not rely on code executing on IoT nodes, it can take place
more frequently, even during user generated experiments, and annotated to the
corresponding experimentation data.

Finally the testbed resource observer instances communicate with framework
services and between each other through a publish subscribe messaging bus.
Our current implementation is based on an MQTT broker and client implemen-
tations. However details of the underlying communication framework is out of
scope of this paper.

4 Evaluation Use Case

In the following we present a WSN protocol evaluation as an initial case study
to demonstrate the usefulness of the resource selection framework in our IoT
testbed. The evaluation is carried out in the SmartCCSR IoT testbed deploy-
ment, which is part of the SmartSantander experimental facility. The testbed
consists of 250 freely programmable sensor nodes deployed in a real world of-
fice environment across the two floors of the CCSR building, at the University of
Surrey, covering all the desks and communal areas of the research centre. The de-
ployed IoT nodes consist of 200 TelosB based platforms and about 50 SunSpots,
which are heterogeneous in their sensing capabilities. While the SunSpot plat-
forms provide only on-board sensing capabilities (accelerometer, temperature,
light), the TelosB platforms provide various sensing modalities varying from
on-board sensors such as temperature, light and humidity to external sensors
mounted on a custom board providing energy metering, noise and light levels,
temperature and motion.

The WSN protocol utilized in this case study is a TinyOS implementation
of a geographic routing protocol for wireless sensor networks [15]. The goal is
to carry out an initial small scale evaluation of protocol behavior on a dense
multi-hop connected network with approximately 15-20 nodes. Figure 6) shows
an overview of all experimental resources on the first floor of the building.
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A first challenge the experimenter is faced with is to find suitable testbed
resources out of 250 available experimentation nodes inside of the building that
match the expected node platform and topology requirements. While sensing
modalities are not important for the experiment, the experimenter knows that
all nodes with energy meters attached to it are currently utilized for a longer
term study [16]. Furthermore the experiments must be run on TelosB motes as
Sunspots do not support execution of his TinyOS based experimentation code.
Through TMON, the user specifies desired resource properties in a visual query,
indicating TelosB as node platform type and to use nodes with no energy meters
as sensing devices. Figure 7 shows the result of the query, which identifies a
subset of these nodes matching the requirements. Only 14 nodes are available,
however a visual inspection with the topology explorer allows the user to verify
that a suitable connected multi-hop topology exists, which will be otherwise a
tedious process.

Fig. 6. TMON Topology Explorer, 1st
floor testbed deployment

Fig. 7. TMON Topology Explorer, re-
source query result

Having identified a potentially suitable resource set, the experimenter now has
to chose a suitable channel and power level for its planned experimentation. In
order to have a fully connected multi-hop topology with the existing geographic
distribution, the user requires to fine tune of the transmission power the selected
set of nodes carefully. Using topology explorer, he can observer a fully connected
topology at a transmission power level of 7. He further discovers potential dead-
end nodes that are good experimentation cases for the behavior evaluation of
the protocol.

However the protocol performance and behavior greatly depends on the be-
havior of the links between the experimentation nodes. Lack of detailed knowl-
edge about the link behavior and environmental interference can lead to
misinterpretation of the protocol behavior, which we will try to demonstrate
in the following experimentation scenarios.
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Table 1 summarizes 5 scenarios that show different channel that are affected
by different levels of interference coming from WiFi access points in the sur-
roundings. While the Scenarios 1 to 4 are derived using the knowledge gained by
the system during the link characterization phase, the Scenario 5 is artificially
created by modifying the testbed environment at experimentation time.

Table 1. Experiment scenarios

Scenario 802.15.4 Ch. Interfering 802.11 Ch. Affected nodes Degree of Interference

1 11 1 14/14 High

2 15 2 11/14 Medium

3 16 6 5/14 Low

4 20 None 0/14 None

5 20 7 2/14 Very Low

We ran our geographic routing protocol 5 consecutive times, each over a period
of 15 mins with an average generation packet rate of 1 packet every 2 seconds. In
each of the considered scenarios, we compute the fraction of packet successfully
delivered to the sink (PDR) and their end-to-end latency. During each run the
Testbed observer characterizes the interference environment and we use this data
for annotating each set of results. No deviations were observed to the interference
previously captured in our resource models, apart for the Scenario 5 for with we
intentionally turned on an new Access Point in the nodes proximity that operates
on a new interfering channel (7). The results of the evaluation are reported in
Table 2.

Table 2. Experiment results

Scenario PDR End-to-end Latency (s)

1 0 0

2 0.75 1.42

3 0.98 2.42

4 1.0 2.96

5 1.0 2.84

As expected, in an high interference scenario, such as 1, no packet are received.
This is due to a characteristics of our protocol, that performs a Clear Channel
Assessment of the channel based on energy level before each transmission. Due
to the high interference strength affecting all the nodes in this scenario, all of
them are prevent to transmit any packets. In order to exclude possible bug in
the protocol, it has been tested with the same channel on a different set of
nodes, not affected by this interference. The behavior of the other scenarios is
quite predictable based on the collected interference information. The medium
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interference scenario performs better then the high interference one, with 75%
of the packet delivered, but performs worse to the scenario 3 and 4 were less
interference is experienced. This is due to the fact that interference prevents
some node to deliver their packets, as they appear to be disconnected from the
topology. As expected an higher PDR translates in an higher traffic for the
network and in an higher latency experienced in delivering packets. Finally, as
expected, Scenario 5 behaves very similar to Scenario 4, due to the very low
interference the nodes are exposed.

Even for the small scenario that we presented for reason of simplicity, the
experimenter would have had difficulties to explain the protocol behavior for
randomly selected channels without such explicit knowledge of interference pro-
vided by our framework. He could have confused protocol behavior for an imple-
mentation bug or spent significant amount of time playing with channel setting
in order to find a suitable topology characteristics. As the scale of experiments
and testbeds grows, the benefits of our framework become even more evident.

5 Conclusions

Our initial evaluation shows that the proposed resource selection framework pro-
vides a useful tool when experimenting in unpredictable real world environments
of larger scale with heterogeneous testbed resources. It allows experimenters to
become more productive by providing an increased understanding of available
testbed resources, their expected behavior and topological relationships in the
experimentation environment. In the coming months, the proposed framework
for resource selection will be integrated into the Santander testbed site, which
represents a urban scale outdoor experimentation environment. We believe that
such tools are essential for more productive experimentation in such challeng-
ing IoT testbed environments. While the initial focus of our work has been on
catering towards the challenges of IoT environments, our framework could be
applicable to testbeds of other Future Internet technologies. We have already
started work on integrating mobile phone based experimentation devices into
our framework and hope to investigate soon the required adaptations and the
effectiveness of our framework in federated Future Internet testbeds.
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