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Abstract. Scalable Video Coding (SVC) as an extension to the H.264/AVC 
standard enables adaptive video transmission, where several types of sub-
streams can be decoded from a single encoded stream. The same video content 
can be streamed to low bit rate mobile phones with low quality as well as high 
bit rate televisions with extremely high quality. However, strict real-time 
requirements and unreliable transmission channel can cause packet losses, 
which means that sufficient error protection and concealment methods are 
needed. One of the error protection techniques in the encoder enables division 
of a picture into slices. Introduction of slices will decrease the coding efficiency 
but at the same time it will improve resilience against transmission errors. In 
this paper, we try to find a trade-off between the number of slices and coding 
efficiency for H.264/SVC to be used for video streaming in error-prone 
networks. In addition to coding efficiency, the selected slice size will affect on 
error resilience and error propagation inside the video stream. This means that 
the optimal slice size should not only provide sufficient coding efficiency but it 
should also provide a good error concealment ratio in relation to packet losses. 
This paper evaluates the trade-off between the coding efficiency and error 
resilience of H.264/SVC. The simulation results presented in the paper indicate 
that a minor increase of the amount of slices per picture greatly improves the 
error resilience but does not reduce the coding efficiency greatly. The best 
trade-off in our simulations is achieved by using three slices in a layer. 

Keywords: Scalable video coding, SVC, error resilience, error concealment. 

1 Introduction 

The demand for fast and location-independent access to multimedia services is 
increasing day by day. More and more people are willing to access different 
multimedia services from the Internet, such as watching videos from a streaming 
server in real-time or have a video chat with a friend using a wireless device. The 
primary goal for many video compression standards is to provide good coding 
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efficiency. However, in recent use scenarios media adaptation to frequently changing 
transmission conditions is also one of the challenges to be considered [ 1]. 

Scalable video coding has gained interest widely, since it allows flexibility both in 
transmission as well as in the receiving terminal. The encoding process for complex 
multi-layered streams can be heavier in SVC compared to H.264/AVC, especially 
when inter-layer prediction is used. On the other hand, SVC allows video stream 
adaptation without the need for other adaptation methods, such as transcoding or rate 
control. 

A scalable video stream includes a base layer and one or several enhancement 
layers. The latter ones cannot be used independently but combined with the base layer 
they can achieve one of the three scalabilities: spatial, temporal or quality. Spatial 
scalability enlarges the resolution, temporal scalability increases the frame rate and 
quality scalability improves the video quality by using smaller quantisation intervals. 
The latter one is often referred also as SNR scalability. 

The current state-of-the-art video coding standard, H.264/AVC [ 2], has managed to 
produce excellent coding efficiency with the help of powerful coding and prediction 
tools [ 3]. These tools have been used also in the scalable extension of H.264/AVC, 
which we will refer to as H.264/SVC throughout the paper, together with some new 
tools which enable three-dimensional scalability of the stream. Scalability is an 
anticipated feature for video streaming applications especially when unreliable 
networks are used for transmission. In order to cope with the unreliability of 
networks, the H.264/AVC standard has introduced a slice coding tool, which can be 
used to improve the robustness of video against packet losses. Slices should improve 
the robustness since in the case of packet loss only a portion of a picture will be lost 
and the error will not propagate to any other slice in the picture due to independency 
of slices [ 4]. It is also commonly known that the error rate in wireless channels will 
significantly increase with increased packet length [ 1]. In the literature, many studies 
of coding efficiency and error resilience of H.264/AVC when slices have been used 
are published [ 1,  4,  5] but similar studies have not been made for H.264/SVC.  

In this paper we will study how the number of slices per picture and thus the slice 
size will affect both coding efficiency and error resilience. The complexity of 
H.264/SVC and different intra- and inter-layer prediction tools available will 
significantly affect especially error propagation in H.264/SVC. Finding a good trade-
off between the coding efficiency and error robustness will help when specifying a 
video streaming system based on H.264/SVC. 

This paper is organized in the following way. The second section introduces the 
scalable video coding extension of H.264/AVC. The third and fourth sections describe 
existing error protection and concealment strategies focusing on both encoder and 
decoder techniques used in the simulation studies. In the fifth section we study the 
effect of the slice size on coding efficiency and also on error resilience when different 
error concealment techniques are used. The last section draws a conclusion of the 
results achieved. 
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2 Overview of Scalable Video Coding 

The current state-of-the-art video compression standard H.264/AVC and its scalable 
extension (Annex G), also known as H.264/SVC, were both jointly developed by the 
ISO/IEC MPEG and ITU-T VCEG standardization organizations [ 2]. The most 
essential advantages introduced by H.264/SVC compared to previous standards are its 
layered coding mechanism including spatial, temporal and quality scalabilities. The 
base layer is compliant to H.264/AVC. The scalability option has been supported also 
in previous MPEG-2 and MPEG-4 standards, but the scalability schemes combined 
with the powerful coding and prediction tools in H.264/AVC can improve the 
flexibility and functionality remarkably. 

Fig. 1 shows an example of the variety of SVC streams, where only spatial and 
temporal scalabilities are present. As can be seen, multiple sub-streams can be 
decoded from a single encoded stream with varying device capabilities. In this 
example, the sub-stream with the highest resolution, frame rate, and quality is the 
HDTV stream. One of the most obvious use scenarios for scalability is to adapt  
the video according the characteristics of a transmission network especially when the 
transmission medium is unreliable. Then, with suitable adaptation mechanisms the 
quality for the receiving terminal could be dropped in order to maintain successful 
decoding with the price of lower quality and bit rate. 

 

 

Fig. 1. Scalable video coding and its benefits 
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3 Error Resilient Coding Tools for H.264/SVC 

Error resilient coding tools of the encoder utilized to prevent errors play an important 
role in nowadays wireless transmission. The popularity of wireless terminals as a 
video receiver and limited bandwidth demands to develop new algorithms with higher 
coding efficiency. However, higher coding efficiency means that more picture 
information is included in fewer bits, which creates a greater risk that more important 
information is lost among one packet loss.  

This chapter will introduce some of the techniques that have been developed in 
order to improve error resilience of the encoded stream. Packet re-transmission could 
be limited or impossible in real-time applications since it causes delays or it is 
impossible (e.g. for broadcasting). It is known that the longer the RTP packet is in the 
application layer, the more vulnerable it is to transmission errors especially in a 
wireless channel. However, the efficient prediction tools, inter-layer prediction 
structures and adaptation in lossy network environments have increased the popularity 
of using scalable video coding. Fig. 2 shows the simplified structure of an SVC 
encoder, depicting the generation of several layers. 

 

 

Fig. 2. Simplified SVC encoder 

The H.264 video coding standard supports several different tools which can be 
used to improve error robustness. In this paper, we will focus on slice coding and how 
this affects on coding and error concealment efficiency. Other important error 
resilience tools supported by the H.264 video coding standard are intra MB/picture 
refresh, reference picture identification and selection, data partitioning, spare picture 
signaling, redundant slices/pictures, parameter sets, flexible macroblock ordering 
(FMO), gradual decoding refresh (GDR), scene information signaling, SP/SI pictures, 
constrained intra prediction and reference picture marking repetition (RPMR) [ 6]. All 
tools except SI/SP pictures and data partitioning are included in also in H.264/SVC 
profiles and H.264/SVC introduces also three new error resilient tools, namely quality 



534 M. Uitto, J. Vehkaperä, and P. Amon 

 

layer integrity check signaling, redundant picture property signaling, and temporal 
level zero index signaling. In the following, slice and FMO coding tools are 
introduced. 

3.1 NAL Packetisation and Slice Support 

Network abstraction layer (NAL) packetisation for H.264/AVC, and naturally also for 
SVC, is designed to support packet-based transmission and have been found to 
perform well in lossy network environments [ 7]. In the most traditional case, the base 
layer picture contains only one NAL unit (NALU) and the enhancement layer picture 
forms a second NALU, correspondingly. Each of the enhancement layer pictures is 
packetised into its own NALU. The advantage is that the total amount of NALUs, 
which will be sent over the network, is low. However, the effect of one missing unit is 
then more significant since more video data will be lost and some fragmentation 
might be needed due to limitation of data unit size at lower system layers, e.g., 
maximum IP packet size or maximum transmission unit (MTU) size in general. 

The pictures in all the layers can be divided into slices as presented on the left in 
Fig. 3. The total number of NALUs will be increased since each slice is packetised 
into its own NALU. Naturally, the advantage of using slices is that one missing 
packet has a smaller influence for the video quality. The disadvantage of using slices 
is that it will decrease the coding efficiency as presented in [ 4] for H.264/AVC due to 
the restriction of prediction from another slices. In Section 5, we will study how the 
slice size will affect the coding efficiency in H.264/SVC.  
 

 

Fig. 3. Traditional division to slices and slice groups (FMO) 

3.2 Flexible Macroblock Ordering  

Flexible macroblock ordering (FMO) is a very efficient error-resilience tool for 
H.264/AVC. The main benefit using FMO is that it is not restricted to slices 
consisting of neighboring macroblocks. With the help of this, each macroblock can be 
assigned freely to certain slice group. The benefit of using a scattered macroblock 
order is that reconstruction of missing blocks is easier since it is possible to use the 
information of the surrounding macroblocks. As a result, the errors are scattered more 
equally to the whole picture than if they were limited to one certain area. FMO has a 



 Impact of Slice Size for SVC Coding Efficiency and Error Resilience 535 

 

lot of potential especially in error resilience. Both subjective and objective quality is 
improved and its use is recommended especially in environments, where severe 
packet losses are expected [ 8]. 

One of the FMO patterns is the chessboard pattern: It is widely used in different 
applications, but the negative aspect is its great number of header data since all 
macroblock addresses are needed. A better coding efficiency can be reached with 
FMO interleaving, although the recovery from errors is then more problematic [ 5]. 
Fig. 3 presents two possible FMO patterns, the chessboard pattern and region of 
interest. SVC supports only rectangular slice group patterns. 

4 Error Concealment for H.264/SVC 

Error concealment is an important tool especially when forward error correction fails. 
The goal of error concealment is to exploit correctly received video data to recover 
the missing data or minimizing the deterioration caused by the loss. Some of the 
techniques in H.264/SVC are applicable also to H.264/AVC, while some of them take 
advantage of the SVC coding structure and coding tools as presented in [ 6]. Novel 
error concealment tools for H.264/SVC can utilize the correlation between different 
layers which is not possible in the traditional single-layer coding. Error concealment 
tools utilizing this inter-layer correlation can improve the performance of error 
concealment. Data for the scalable enhancement layer can be partially predicted from 
the base layer, which emphasizes the importance of the base layer. The enhancement 
layer data is usually useless if the corresponding base layer slice is missing. 
Furthermore, the non-existing macroblock information inside a frame can lead to 
wide-ranging error propagation to other frames as well. The adaptive inter-layer 
prediction can decrease the effects of the missing picture data, but error concealment 
is still needed in order to provide better quality of experience. 

This section presents four different error concealment strategies which we have 
implemented in the H.264/SVC reference decoder: pixel-value interpolation, frame 
copy, spatial enhancement layer utilization, and upsampling. All these methods are 
designed to function in spatially scalable video and they rely on the macroblock map, 
which tells the missing macroblock locations inside a frame. The first two error 
concealment techniques work both for spatial base and enhancement layer slices 
whereas the spatial enhancement layer utilization can be used only for concealing the 
enhancement layer slice when base layer slice is missing. Furthermore, the 
upsampling procedure only functions for the missing spatial enhancement layer slice 
(base layer needs to be correctly received). 

4.1 Error Concealment for the Base and Enhancement Layer 

The implemented pixel-value interpolation function uses the correctly received and 
decoded macroblock and pixel areas from the same frame where the missing slice is 
located. This concealment method uses above and below macroblocks as sources to 
conceal the intermediate macroblock. If only one of the two sources is available, the 
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interpolation is done using only one reference. The worst case is that both sources are 
unavailable, which means that macroblock lines are skipped as long as a correctly 
received macroblock is found. The reconstruction is done in raster scan order. Fig. 4 
shows an example of interpolation. 
 

 

Fig. 4. An example of interpolation 

Similarly as interpolation, frame copy (FC) is an intra layer error concealment 
method, which functions both for the base and enhancement layers. Its principle is 
simply to copy the missing pixel values to the erroneous frame from the 
corresponding pixel of the first frame in the reference picture list. Two separate 
reference frame lists can be applied where the missing pixels can be copied. One of 
the lists consists of temporally previous frames in the video stream of the 
enhancement layer and it is a higher spatial resolution. The second one works only to 
B-frames (list 1) and it consists of temporally latter frames in the sequence. When the 
key frames are missing from the beginning of a GOP, the FC method is always used 
[ 10]. Since motion between frames is not considered at all, this method is not very 
effective to use in video sequences that contain a lot of motion. Fig. 5 shows an 
example of frame copy. 

 

 

Fig. 5. An example of frame copy 
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4.2 Error Concealment for the Base Layer 

As was mentioned earlier, the missing base layer slice usually leads to rejecting also 
the dependent enhancement layer slice. In many cases, this is true if the higher layer 
needs the base layer data for the picture formation. The macroblocks in a frame can 
be coded differently. The basic generalization is that the blocks with a lot of motion 
are intra-coded while the static areas are inter-coded. The inter-coded macroblocks are 
predicted from other pictures from the same layer and also from the lower layer and it 
is valid both for the hierarchical prediction structure as well as simple IPPP coding.  

The spatial enhancement layer utilization method was presented in [ 11]. In this 
method, the texture elements of the correctly received enhancement layer data are 
gathered and used in the reconstruction. The basic idea is to gather the correctly 
received enhancement layer information from the intra-coded macroblocks and use it 
in the reconstruction of the corresponding missing base layer slice. Furthermore, the 
macroblock copy is applied to all inter-coded macroblocks. Fig. 6 shows an 
illustrative example of enhancement layer utilization. As can be seen, the visual 
results are very good. The particular reference picture contains many intra-coded 
macroblocks since it has motion from one frame to another. The majority of the frame 
is nicely reconstructed and the blocking phenomenon is small. The PSNR value is 
quite poor, which confirms the assumption that the PSNR value is not the best 
indicator for the assessment of artifacts caused by a packet loss.  

 

 

Fig. 6. An example of spatial enhancement layer utilisation 

4.3 Error Concealment for the Spatial Enhancement Layer 

The scalable video layers are usually sent to different RTP ports as well as signed 
with different priority in order to protect the video data better. In spatially scalable 
video, the base layer is usually better protected with higher priority. Since the spatial 
enhancement layer can be more vulnerable to packet losses, the error concealment 
techniques for the higher layers must be taken care of even better than for the base 
layer in some cases. The two concealment method presented in the previous section, 
interpolation and frame copy, can be also used in the concealment of spatial 
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enhancement layers. This section presents the upsampling approach, which was also 
implemented into H.264/SVC decoder.  

The upsampling technique is an effective solution for concealing the missing 
spatial enhancement layer picture if the corresponding base layer picture is correctly 
received. The H.264/SVC decoder usually needs the target layer resolution to be 
decoded. If a spatial enhancement layer is missing and no error concealment is used, 
the current frame is then simply discarded by the decoder since the resolution is 
smaller. This affects other frames as well, especially if the missing frame is a 
reference to these frames. The usage of the upsampling method is appealing because 
the change in video resolution in the middle of the playback is a very annoying 
quality phenomenon. With this error concealment method, the lower resolution data 
will be upsampled to the target resolution from the lower layer (e.g., base layer) at the 
expense of quality. 

The upsampling requires that the base layer (or lower layer) picture data is 
correctly received. This picture is then upsampled to the target resolution using 
normative integer-based 4-tap filters. Since the base layer has often lower quality, 
also the upsampled enhancement layer has then lower quality which can be seen as a 
blurred picture as illustrated in Fig. 7. Basically, upsampling assumes that the 
enhancement layer frame is totally missing. For slice-oriented frames it is not always 
sensible to discard the whole enhancement frame, if only few slices are missing. 
 

 

Fig. 7. An example of upsampling 

5 Simulations 

The simulations section comprises two parts. Section one evaluates the effect of slice 
partitioning on coding efficiency whereas the section two evaluates the influence of 
slice partitions to error concealment efficiency. Three different sequences were selected 
and used in the simulations: ‘City’, ‘Harbour’ and ‘Soccer’. The “City’ sequence has a 
slightly moving camera and background, whereas the ‘Harbour’ has a static camera and 
only couple of moving targets. The ‘Soccer’ contains a lot of motion, both from the 
camera as well as the background. The encoding parameters are presented in Table 1, 
which show that low-delay hierarchical IPPP coding structure was used in order to 
provide low coding delays as well as lighter encoding/decoding memory usage. All the 
sequences were encoded with JSVM 9.15 reference encoder [ 12]. 
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Table 1. Encoding parameters 

Sequence City Harbour Soccer 
Number of frames 300 300 300 
Frame rate(Hz) 30 30 30 
IDR period only first only first only first 
Intra period 32 32 32 
GOP length 8 8 8 
Sequence structure IPPP… IPPP… IPPP… 
Resolution  (BL) QCIF/CIF QCIF/CIF QCIF/CIF 
Resolution (EL) CIF/4CIF CIF/4CIF CIF/4CIF 
Slices (BL) 1,2,3,5,9 1,2,3,5,9 1,2,3,5,9 
Slices (EL) 1,2,3,5,9 1,2,3,5,9 1,2,3,5,9 

5.1 The Effect of Slice Partitioning to Coding Efficiency 

Fig. 8 and Fig. 9 show the effect of using slice partitioning on coding efficiency for 
CIF and 4CIF resolution, respectively. As we can see from Fig.8, the loss in coding 
efficiency for smaller resolutions like CIF is quite significant, i.e., about 0.5 dB for 
low data rates around 400 kbps in the case of 5 slices per picture. A loss of almost 1 
dB can be observed for 9 slices per picture. Most of this loss results from slice 
partitioning of the QCIF base layer, as further analysis has revealed Note that 
enhancement layer as well as base layer are partitioned into slices, i.e., in the case of 5 
slices per picture we have 10 slices per access unit, i.e., frame. 
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Fig. 8. Effect of slice number on coding efficiency: CIF resolution with QCIF base layer (‘City’ 
sequence) 
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Only a small loss can be observed for 4CIF resolution with a CIF base as depicted 
in Fig. 9. This is due to the effect that the number of macroblocks in a slice is four 
times higher compared to the previous case, thus making intra prediction and entropy 
coding within a slice more effective. 
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Fig. 9. Effect of slice number on coding efficiency: 4CIF resolution with CIF base layer (‘City’ 
sequence) 

5.2 The Effect of Slice Partitioning to the Efficiency of Error Concealment 

The packet losses for the error concealment simulations were generated with separate 
software designed for this purpose. Instead of packet loss bursts, the software  created 
random packet losses for the base and enhancement layers with percentage ratios 
1,2,5 10 and 15. The software simply read the encoded stream and assigned the proper 
id for base and enhancement layers, after which dropping the NALUs with the given 
packet loss ratio. The packet loss ratio was limited to 15% since it is not very 
reasonable to even send video in such a high error-prone channel.  

The losses could occur for all types of pictures, excluding the SEI, SPS and PPS 
packets at the beginning of each sequence. A modified JSVM 9.15 decoder with the 
implemented error concealment techniques (see Section 4) was used in the decoding 
process. The upsampling algorithm was only used for whole missing spatial 
enhancement layer frames and spatial enhancement layer utilisation for missing base 
layer slices. The main concealment strategy was the simple frame copy and 
interpolation was used for the missing I-slices. 

 The PSNR values were measured with the program included in the JSVM 
reference software [ 12]. The simulations were repeated 50 times for each packet loss 
ratio, after which the average PSNR values were calculated.  
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Fig. 10, Fig. 11 and Fig. 12 present the simulation results for the error concealment 
evaluation. The ‘Harbour’ sequence has the smallest variation between each slice 
partition, whereas the ‘Soccer’ holds the greatest variation, mainly caused by the 
motion in the video. As can be seen, 1 slice per picture gives the smallest average 
PSNR values in all the tests. The reason is that the whole picture is then lost and 
concealment is more difficult.  

When the packet loss ratio exceeds 10% the best results are achieved by using 9 
slices per picture. This partition seems to be better in a transmission environment 
where high losses are expected. On the other hand when the loss rate exceeds 10% it 
is worth thinking whether it is reasonable to transmit the video at all due to the poor 
quality-of-experience. As can be seen, the 3-slice partition defeats the competitors in 
all the test cases, when the loss ratio stays under 10%.  The difference between 1 slice 
and 3 slices per picture with 10% packet loss ratio for the ‘Soccer’ sequence is 
approximately 4 dB, which is significant. 

 

0 2 4 6 8 10 12 14

16

18

20

22

24

26

28

30

32

34

36

Packet loss (%)

P
S

N
R

 (d
B

) 

City CIF @ 400 kbit/s 

 

 

1slc/pic
2slc/pic
3slc/pic
5slc/pic
9slc/pic

0 2 4 6 8 10 12 14

16

18

20

22

24

26

28

30

32

34

36

Packet loss (%)

P
S

N
R

 (d
B

) 

City 4CIF @ 3500 kbit/s 

 

 

1slc/pic
2slc/pic
3slc/pic
5slc/pic
9slc/pic

 

Fig. 10. Simulation results for ‘City’ sequence 
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Fig. 11. Simulation results for ‘Soccer’ sequence 
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Fig. 12. Simulation results for ‘Harbour’ sequence 

6 Conclusion 

This paper studied the scalable video coding in wireless packet-switched networks. 
The paper aimed at finding out the best trade-off between slice partitioning, coding 
efficiency, and error concealment efficiency. The paper also introduced the error 
resilient coding tools as well as the implemented error concealment tools in 
H.264/SVC reference codec. 

The evaluation was done using three different test sequences containing both static 
areas as well as lots of motion. The coding efficiency of H.264/SVC was first 
evaluated by encoding several sequences with different slice partitions and target bit 
rates. After this, the error concealment efficiency for each slice partition with 
different packet loss ratios was evaluated. 

Obviously the best coding efficiency was reached with the minimum number of 
slices. On the other hand, it was shown that error concealment was then harder and it 
gives poor results. The best trade-off was achieved with three slices, especially 
regarding the quality after error concealment.  
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