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Abstract. This position paper deals with queries beyond text, mixing several 
multimedia contents: audio, video, image and text. Search approaches 
combining some of these formats have been studied, including query by 
example techniques in situations where only one format is considered. It is 
worth mentioning that most of these research works do not deal with text 
content. A new approach to allow users introducing multimodal queries and 
exploring multimedia repositories is proposed. For this purpose, different 
ranked result lists must be combined to produce the final results shown for a 
given query. The main goal of this proposal is to reduce the semantic gap 
between low level features and high level concepts in multimedia contents. The 
use of qualitative data giving more relevance to text content along with machine 
learning methods to combine results of monomodal retrieval systems is 
proposed. Although it is too soon to show experimentation results, a prototype 
implementing the approach is under development and evaluation. 
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1 Introduction 

All Internet users have seen a growth of multimedia content available on the web. 
Services such as YouTube, Google Image, Flickr, Yahoo Video and others, have 
experienced an enormous development in the last few years. Besides, Google has 
recently announced a new product, Google TV1, where online streaming videos will 
be part of the content offered to the user. On the other hand, traditional search engines 
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have evolved to deal with multimedia resources although, at the time of writing, it is 
not possible to use an image or a video in a query in any of these services. They are 
based on a manual or semi-automatic content tagging, but no content based retrieval 
seems to be applied. The work presented in this paper defines an approach to fill this 
gap, in order to consider queries containing text and/or audio and/or video and/or 
images, i.e., multimodal queries [13]. 

Let's suppose a scenario where the user has more data to express a query than some 
words. Suppose you have an MP3 file of a song and the name of one of the singers 
but you want to know the title of the song. Or imagine that you have a film in AVI 
format, a photo of the film director and you want to obtain his name to look for his 
filmography and the links to trailers of those films, if available. In this context, 
somehow related multimodal data is being used to represent a query and not only text 
should be retrieved but also audio, video and image contents, or even combinations of 
them. Some works like [13],[5],[10] have considered multimodal queries, pointing out 
the fact that only in recent years the information retrieval community is moving from 
dealing with one media at a time to combining more than one media in a retrieval 
process. In contrast, if some of this research is studied in detail, it is possible to see 
that the term multimedia usually excludes textual content or it refers to metadata 
related to the content. There is no a real mix among documents, web pages, videos, 
images and audio files. 

2 Accessing Multimedia Sources with Multimodal Queries 

If Information Retrieval Systems are considered, there is a semantic gap between 
content representations stored in indexes and concepts represented by those contents. 
The main objective is to find the theme or subject of a content which could be 
referenced in a query. But there is an issue that cannot be left aside, the theme or 
subject must be specified from the point of view of the searcher. For example, in a 
picture of happy children playing with a ball in the shore with a blue sea at the 
background, some searchers can be interested in finding photos with blue background 
and some others could be interested in photos where smiling children appear. Of 
course, this would be the ideal behavior of a multimedia retrieval system. In practice, 
it is not still possible to take into account every facet of some content in order to 
support any user need. For the moment, specific domain and restricted applications 
can be carried out with acceptable results, as demonstrated by evaluation forums such 
as TREC2 or CLEF3. 

In order to deal with the semantic content of multimedia data, different abstraction 
levels are adopted [8][6]. The first one is formed by low level features, such as color, 
texture, shape and others for images; motion and direction, among others, for video; 
tone, spectral rile off or energy entropy for audio; and words, lemmas or n-grams for 
text. The second abstraction level is constituted by semantic representations of the 
contents, which are obtained by processing low level features and group together all 
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contents referring to some concept. Finally, there is a third level where intelligent 
reasoning is considered to infer some new knowledge from the semantic content; as 
an example, if some content is related with the semantic concept smile, then it can be 
part of a query related to happiness. 

Although some of the previous research works deal with more than one format for 
the data, ([6] considers audio and video features to index the collection, [7], [11] deals 
with images and texts) it is difficult to find initiatives where a combination of formats 
is used to define a query. Most of the research works on multimedia information 
fusion deal with classifiers and combinations of them in different ways. [3] describes 
a combination of linear classifiers in order to reinforce semantics in the retrieval 
process. [2] successfully applies heterogeneous late fusion of independent retrieval 
models to retrieve data from a collection of annotated images. 

Some evaluation tasks where queries are specified through text and image are 
defined in [7], but it is not the common situation. On the other hand, commercial 
search engines do not allow using other than text to define a query nor a combination 
of text, video, image and audio. 

2.1 An Approach to Multimodal Retrieval 

This section describes an innovative approach proposed in this research work to 
process multimodal queries in multimedia environments, see Fig. 1. The aim is to 
perform different search processes, in a somehow independent way, mixing obtained 
results for each process in a unique ranked list. The process to mix partial result lists 
is driven by semantics, which is obtained from all available formats (shapes 
recognition in images, concepts detection in video [6], etc.) 

According to [9] the data fusion taken into account in this proposal could be 
considered into the ranking level model category, where several ranked streams are 
used to produce a consensus ranking, but also into the decision level model category, 
where the composing retrieval systems only provide a final decision (not a ranked list 
of probable results). 

Seven different modules can be distinguished, which are described below: 

• Query by example: This block includes common query by example techniques for 
each media. For media contents other than text, these algorithms will find similar 
contents for the different media, obtaining one result list for each. In the case of 
audio indexing, query by humming is also considered. Text queries consisting on a 
complete document would go through this path. 

• Text Search: It covers all issues related to text based queries including: free text 
queries, formed by some words; question answering, providing accurate answers to 
questions; and metadata queries, asking about structured data defined in a semantic 
resource, including ontologies. The final goal is to provide relevant results for any 
kind of text-based search expression written by a user, but applying the right text 
search procedures depending on the content and structure of the query. A unique 
result list is obtained as a response to a text-based query. 
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• Media Indexing: Techniques for content-based indexing of image, audio and video 
data are part of this piece. [1] and [8] describe some of the methods to build 
indexes for each type of media. The output for this module is formed by three 
indexes, one for video, one for audio and another one for image contents. 
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Fig. 1. Graphical representation of the proposed approach to multimodal query expression and 
retrieval 

• Text Indexing: It covers all issues related to text based information retrieval, 
including the ability to provide semantic annotations for texts, employing semantic 
resources such as ontologies, thesaurus and so on. The output is a text index that 
will be used by the text search process. 

• Media-To-Text: This module is in charge of obtaining textual representations for 
media contents, to make possible a text search process using these transformations. 
Of course, depending on the type of media, specific transformation methods are 
applied. Some of these methods have been described in [8]. Some of them have 
low quality ratios (as an example, only 60%-70% of the words are correctly 
recognized by ASR systems) which will be transmitted along the proposed 
retrieval process. One of the goals of this research work is to apply natural 
language processing tools as well as semantic web resources, such as ontologies, to 
reduce the effect of transformation errors. 
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• Query Processing: The right combination of the different media provided in the 
query is a key issue before running information retrieval processes on isolated 
media. For example, the following situations should be distinguished: if a given 
text must be found on an audio transcript or if it is the title of an audio file.   

• Results list combination: According to previous component descriptions, several 
retrieval results lists are obtained, depending on the media used to represent the 
query. This final module is in charge of producing a unique result list, either using 
elements of different lists to build an entry for the final list or merging partial 
results lists in a final list or both. This module can also take into account ranking 
conditions, in order to pay more attention to results coming from one list or from 
another (for example, in some situations results coming from the video retrieval list 
could be more relevant than those coming from the text-based one). It is also 
possible to take into account personalization and recommendation data to consider 
users' preferences and information about previous experiences and interactions 
with other users. There exist a huge previous research work in the area, as can be 
read in [4] and [12]. 

3 Future Work 

This paper identifies a shortage in current multimedia retrieval methods: it is difficult 
to find approaches dealing with all media: text, audio, video and image. Most of the 
previous research work seems coming from the video and audio retrieval communities 
and, if text is considered, it is supposed to come from transcripts or OCR processes. 
For this reason, a framework to consider all types of media is defined, based on the 
combination of partial result lists obtained by retrieval processes on isolated media. 
Besides, if multimodal queries are provided, the ability to integrate the different 
formats in queries on isolated media is also taken into account; semantic resources are 
applied for this purpose. 

Of course, there is a lot of work to do, an initial implementation of the approach is 
under development, which must be tested under somehow standard evaluation 
frameworks, such as the ones developed in TREC or CLEF forums. 
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