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Abstract. This work introduces a new concept that addresses the problem of 
preserving privacy when anonymising and publishing personal data collections. 
In particular, a maximum entropy oriented algorithm to protect sensitive data is 
proposed. As opposed to k-anonymity, ℓ-diversity and t-closeness, the proposed 
algorithm builds equivalence classes with possibly uniformly distributed sensi-
tive attribute values, probably by means of noise, and having as a lower limit 
the entropy of the distribution of the initial data collection, so that background 
information cannot be exploited to successfully attack the privacy of data sub-
jects data refer to. Furthermore, existing privacy and information loss related 
metrics are presented, as well as the algorithm implementing the maximum en-
tropy anonymity concept. From a privacy protection perspective, the achieved 
results are very promising, while the suffered information loss is limited. 
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1 Introduction 

Data contained in databases may be personal, i.e. information referring to an individ-
ual directly or indirectly identifiable and therefore its processing should be restricted 
to lawful purposes. However, exploiting such personal data collections may offer 
many benefits to the community and support the policy and action plan development 
process and even contribute to prognosis and treatment of diseases [1]. To address 
these at first sight contradicting requirements, privacy preserving data mining tech-
niques have been proposed [2-10]. 

A few years ago, the most common and simplest method to protect from privacy 
breaches was to remove the identifiers from the database. But an attacker can asso-
ciate published databases from different sources and extract personal information of 
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an individual. An attack of this kind is called “linking attack”. A study held in 2000 
linked a Massachusetts voter list with an anonymized database that contained medical 
records demonstrating that 87% of the population of the United States can be uniquely 
identified. 

Existing privacy-preserving data mining algorithms can be classified into two cate-
gories: algorithms that protect the sensitive data itself in the mining process, and those 
that protect the sensitive data mining results [1]. The most popular concepts in the 
privacy preserving data mining research literature are k-anonymity, ℓ-diversity and t-
closeness. All these concepts belong to the first category and apply generalization and 
suppression methods to the original datasets in order to preserve the anonymity of 
individuals or entities data refer to [15].  

In this paper, the authors propose a new concept called maximum entropy anonym-
ity concept. It is based on the idea of creating equivalence classes with maximum 
entropy with respect to the sensitive attribute values. 

The paper is structured as follows. Section 2, provides an introduction to the pro-
posed maximum entropy concept, while in section 3, anonymity and information loss 
metrics are briefly presented. In section 4, the algorithm that implements the proposed 
concept is presented and in section 5 the experimental studies and results are dis-
cussed. 

2 Maximum Entropy Oriented Anonymity Concept 

The concept of k-anonymity does not take into account the distribution of the sensi-
tive attribute values in each equivalence class, thus leaving space for successful priva-
cy related attacks, while the concept of ℓ-diversity reduces this risk by requiring at 
least ℓ different sensitive attribute values in each equivalence class. Finally, t-
closeness aims at having sensitive attribute values, in each equivalence class, that 
follow the related distribution of the initial data table being anonymised in order to 
cope with background knowledge based attacks.  

From the privacy protection perspective, the maximum entropy oriented anonymity 
concept sets a much more ambitious goal, namely that of  building equivalence 
classes with possibly uniformly distributed sensitive attribute values, i.e., showing 
maximum entropy with regard to sensitive attribute values and thus maximizing the 
uncertainty of an aspiring attacker exploiting background knowledge. Background 
knowledge related attacks are radically encountered, regardless of the information an 
attacker may possess. However, maximum entropy may not be achieved in all equiva-
lence classes, and depending on the initial distribution it may be restricted to only a 
few. For such a reason, the original goal may be reduced and the new requirement 
could be set for each equivalence class to have maximum entropy or at least equal 
entropy to that of the initial data collection. Noise must be constructed and introduced 
into those equivalence classes for which the defined goal cannot be achieved other-
wise, while keeping the information loss to possibly negligible levels. 

The algorithmic implementation of the maximum entropy oriented anonymity con-
cept is attained by dividing the initial sensitive attribute distribution into possibly 
equivalence class uniform distributions, while minimizing the required noise and 
information loss. 
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3 Performance Evaluation 

The anonymization process has two objectives, that of preserving privacy, in other 
words to achieve a high degree of anonymity, and, that of minimizing the resulting 
information loss. Therefore, any performance evaluation criteria should take into 
account the above two objectives [15].  

Information theoretic anonymity metrics have been proposed mainly based on the 
entropy concept [15, 20]. The entropy H(X) refers to an attacker’s a priori knowledge 
regarding for instance possible senders of a message or a number of messages, 
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while H(X/C) is the conditional information quantity for an attacker after having re-
ceived the anonymized table (published table), while exploiting available background  
The higher the entropies, the better the anonymity, i.e. the more uncertain the attacker 
is about data subject identities [15, 20].  

From the information loss perspective, several criteria have been proposed so far in 
the literature [12, 13, 16, 22]. In most previous work that proposed group based  
ano-nymization, the relevant evaluation metrics used are: Discernibility metric [12, 
13, 22], Classification metric [12, 16] and Normalized Certainty penalty (NCP)[13]. 

( ) ( )2
,

( / ) , log /i j i j
i X j C

H X C p x c p x c
∈ ∈

= 
                                

(2) 

Discernibility metric assigns a penalty to each tuple based on how many tuples in the 
transformed dataset are indistinguishable from it. This can be mathematically stated 
as follows:  

 2

. .| | . .| |

( , ) | | | | | |DM
Es t E k Es t E k

C g k E D E
∀ ≥ ∀ <

= +   (3) 

where |D| the size of the input dataset, E refers to the equivalence classes of tuples in 
D induced by the anonymization g. 

The Normalized Certainty penalty calculates the information loss introduced by the 
generalization depth incurred in every attribute value of each tuple, considering also 
the importance of each attribute by assigning them with a proper weight. If the 
attribute is a numerical one then the information loss is measured as follows  
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where zi-yi is the range of the generalization to the tuple t on the values of the attribute 
Ai and |Ai| is the range of all tuples on this.  
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4 The Maximum Entropy Anonymization Algorithm 

In the beginning of the proposed algorithm, equivalence classes with distinct sensitive 
attribute values are being created. The algorithm that is presented in [15] with the 
proper modifications is being used to create those equivalence classes.  

 

Fig. 1. The Main Algorithm 

 

Fig. 2. The Clustering Procedure 
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Fig. 3. The “Create Equivalence Classes” Procedure 

 

Fig. 4. The “Incorporation” Procedure 

After the initial creation of equivalence classes, the incorporate procedure is un-
dertaken. In this procedure, firstly the entropy of the created equivalence classes is 
calculated. Secondly, the tuples that belong to equivalence classes with entropy lower 
than the set threshold ε are removed from the temporary anonymized set and are  
incorporated to the Low Entropy table. Thirdly, for each tuple of this table, the equi-
valence classes with the most common quasi identifier set from the temporary ano-
nymized table are searched. Finally, the tuple is incorporated to the class that does not 
contain the same value to the sensitive attribute field in order to achieve larger entro-
py value. The entropies of the created equivalence classes are calculated once more 
and the same procedure of the incorporating step is being repeated until there are no 
more classes with entropy lower than the threshold ε. The proposed algorithm is 
shown in the above Figures 1 – 4. 
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5 Experimental Data Set Up and Results 

The Adult database from machine learning repositories offered by the California Uni-
versity has been used for the implementation of the suggested algorithm of this paper. 
This database includes 30162 tuples with 14 attributes. Eight out of those (age, work 
class, education, marital-status, occupation, race, sex, native-country) were chosen for 
the experimental part of this work. The attributes were represented in numerical form 
according to their distributions and their domain generalization hierarchy as stated in 
[16] and [23], respectively and extends by setting the restriction of the valid generali-
zation [12]. For the categorical attributes “work class” and “marital status” the same 
taxonomy trees as those stated in [12] were used. To the categorical attributes “race” 
and “sex” a simple two level taxonomy tree was applied.  

The mapping to numeric values from the categorical attributes was applied accord-
ing to the valid generalization notion [12]. Age, education, occupation and native-
country were considered as numerical attributes. The generalizations for the attribute 
age were defined through rounding to median while that to the former ones through 
total generalization. For the evaluation of the algorithm, total weight certainty penalty 
NCP(T) and the discernibility metric CDM that were discussed in section 3, are com-
puted. The experiments were conducted under the Windows XP professional operat-
ing system on a PC with a 2.4 GHz AMD Athlon processor and 2 GB RAM.    

 

Fig. 5. Entropy of the created equivalence classes considering occupation as sensitive attribute 

For the first experiment in this work, the set {age, education, marital-status, occu-
pation, race, sex, native-country} was chosen as quasi indentifying set, while work 
class was considered as sensitive attribute. For the second experiment we choose the 
set {age, work class, education, marital-status, race, sex, native-country} as quasi 
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indentifier set and occupation as the sensitive attribute. The distribution of this 
attribute is much closer to uniform than the previous one. Fig.5 shows the entropy 
values of the created equivalence. While the entropy of the initial dataset is 3.4, in the 
resulting intermediate equivalence classes, most of them consisting of 22831 tuples 
have entropy higher than 3.4. Noise is to be added into the rest of the equivalence 
classes in order to satisfy the above mentioned entropy threshold. 

6 Conclusions 

The maximum entropy anonymity concept was introduced and an algorithm that im-
plements it was designed. The performance of our algorithm was measured with re-
spect to privacy by the entropy of the sensitive attribute in each equivalence class and 
with respect to information loss by means of the NCP and discernibility metrics.   

We conclude from our work that keeping the distribution of the sensitive attribute 
values in each equivalence class possibly uniform, or at least the same as the distribu-
tion of the initial table, leads to better privacy preservation. We intent to further ex-
plore the impact of introducing noise into the equivalence classes, in order to achieve 
almost perfect privacy preservation, while the resulting information loss is kept to a 
minimum. 
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