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Abstract. Telecommunication and network systems have become more 
complex in recent years. Routing and optimal path finding are some of the 
important network problems. Traditional routing methods are not capable to 
satisfy new routing demands. Swarm intelligence is a relatively new approach 
to problem solving which provides a basis with which it explores problem 
solving without providing a global model. A Random Walk approach is similar 
to a drunkard moving along a sidewalk from one lamp post to another where 
each step is either backwards or forwards based on some probability. In this 
paper a hybrid algorithm is proposed that combines Ant Colony Optimization 
algorithm and Random Walk. The overall time complexity of the proposed 
model is compared with the existing approaches like distance vector routing and 
Link State Routing. The new method is found to be better than the existing 
routing methods in terms of complexity and consistency.  

Keywords: Load Balancing, Ant Colony Optimization, Random Walk Routing, 
Traditional Routing, cover and access time. 

1 Introduction 

Telecommunication and network systems have become more complex in recent years 
and the network problems have also been increased. Some of the important network 
problems are routing and finding the optimal path. Several routing algorithms have 
been developed to improve routing and cope up with the problems related to 
networks. Vast complexity of networking problems such as load balancing, routing 
and congestion requires more efficient methods and techniques to solve these 
problems [1]. 

The traditional routing methods are not capable enough to satisfy new routing 
demands. Increase in number of users and network services force improvement in 
throughput to satisfy all of the services. This situation has led to development of new 
routing methods to increase efficiency. Such is the case, for example, of a routing 
method known as LBR (Load Balancing Routing) based on a load-balancing scheme. 
This method addresses routing by equally distributing load over all possible paths. 
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This diminishes the congestion probability in more inexpensive links, improving the 
overall network performance. 

Swarm intelligence is a relatively new approach that solves problem with the help 
of social behaviour of insects and animals. In particular, ants are the one of the insects 
which have inspired a number of methods and techniques among which the most 
successful is the general purpose optimization technique known as ant colony 
optimization. Despite ACO being a successful algorithm but there are many 
improvements which can make it more efficient and less complex. 

Yet another well known algorithm is Random Walk which is a successful method 
used for routing that uses random steps to move forward based on transition matrix 
and Markov chain. Random Walks arise in many models in Mathematics and Physics. 
It can be used to reach obscure parts of large sets, to generate random elements in 
large sets, etc. The aim of this work is to use ACO algorithm efficiently with reduced 
complexity. The proposed algorithm combines two famous algorithms of ACO and 
Random walk into a hybrid to be used in distributed systems. 

2 Load Balancing 

Load balancing is a technique to spread work between two or more computers, network 
links, CPUs, hard drives or other resources, in order to get optimal resource utilization, 
maximize throughput, and minimize response time. It is useful while dealing with 
multiple communication links. For example, a company having more than one internet 
connections always ensures access even if one of the connections fails It means an 
arrangement is set that second should start its work as first fails .Instead of using only 
one connection at a time load balancing can help both the connections to work at same 
time by handling the load and prevent failure due to overload. A program can be 
designed to select between the connections and can be used. Generally there are 
multiple routes through the networks in all telecommunication companies. This may 
result in network congestion leading to the need of load balancing to shift traffic from 
one path to another and to improve network efficiency. 

In such networks, there are number of nodes through which calls are routed. Load 
balancing is distributing the load over all the nodes and minimise lost calls. Shortest 
routes of calls can be determined in many possible ways. 

3 ACO Algorithm 

The ant colony optimization (ACO) algorithm is based on the behaviour of ants that 
control their movement on basis of corresponding pheromone level in their path. 
These ants deposit pheromone on the ground in order to leave their footsteps as 
favourable path that should be followed by other ants of the colony. Ants cooperate 
using an indirect form of communication through pheromone they deposit on the 
edges of the graph while moving [3]. Many Special Cases of ACO algorithm have 
been proposed. The three most successful being Ant System, Ant Colony System and 
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Max-Min Ant System. The scheduled activities and the general algorithm for ACO 
can be given as follows: 

1.Initialization: 
    Set routing tables and initialize pheromone levels 
2.Loop: 
   While destination is not reached 
       Construct Routing Tables  
      Optional Search   
      Update Pheromones 
  end while 

3.1 Construct Routing Tables (Pheromone Tables) 

In this case Routing tables are replaced by Pheromone tables which tell us the 
probability of choosing a node in form of pheromone strengths. An n- node network 
uses n different kinds of pheromones. The entries in the tables are probabilities which 
influence the ants’ decision of choosing the next node on the way to their destination. 

3.2 Optional Search 

Some actions may be needed before updation of pheromones. Problem specific and/or 
centralized actions can be implemented by such actions, which cannot be performed 
by single ants. The most prevalent action in the application of optional search to the 
constructed solutions is the optimization of solutions which can further be used for 
updating. 

3.3 Update Pheromones 

This phase of algorithm is implemented to increase or decrease pheromone values 
based on the impact of the solution whether its good or bad. The process of updating 
pheromones is quite simple: when an ant arrives at a node, the probability 
(pheromone) corresponding to that node in the table is increased by following 
formula: 

 

௪                                  ൌ ା∆ଵା∆                       (1) 

 
Here pnew is the updated and increased probability and Δp is the increase in probability 
.For the evaporating ants the other entries in the table of this node are decreased 
according to: 

 

               ܲ ൌ ଵା∆                         (2) 

      
Since the new values sum up to 1, they can again be interpreted as probabilities. 
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Then the transition proba
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abilities and transition matrix is as follows:  

Table 1. Transition matrix 

  Destination nodes 

2 3 4 5 6 7 
½ ½ 0 0 0 0 
0 0 ½ ½ 0 0 
0 0 1 0 1/3 1/3 
0 0 0 0 1 0 
0 0 1 0 0 0 
½ 0 0 0 0 ½ 
0 0 0 1 0 0 

one as follows: (if we need to reach 7) 

 

1]                                      [ 1,2/1,3] 

Fig. 2a Walk at t=0,1 
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Fig. 2b  Walk at t=2,3 
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1.  Dependency on routing table  
 

In both RIP and OSPF, a node Ni depends on the routing table created by interaction 
between all the neighbouring nodes. Further the neighbouring nodes of Ni  depend on 
the routing information of their neighbouring nodes which in turn depend on other 
neighbouring nodes. 

 But in our proposed algorithm, the paths are independent of each other and can be 
chosen without interference and we can move from any source to a destination. 

 
2. Moving routing table  

      
Routing in RIP involves the overhead of moving routing tables of each node Ni to 
every one of its neighbours. For a large network N, the routing table consisting of 
costs between different nodes of the graph will be too large. It will increase the 
overhead to a very high extent due to large size of the routing table to be passed from 
one node to its neighbours at every step. 

In OSPF, routing is achieved by flooding process that is passing a link-state-packet 
(LSP) to every other node in a network. Although an LSP carrying the cost 
information is smaller than routing table but the flooding process passes a copy of 
LSP to all the nodes in the network. Moving through different paths can lead to 
transmission of multiple identical copies of LSP to the same node. 

Routing in Proposed algorithm involves transmission of ants rather than routing 
tables or by flooding LSPs. 

6 Load Balancing in Telecommunication Network 

The proposed algorithm can be used in telecommunication network for routing of 
calls. In addition to calls, the network also supports a population of simple mobile 
agents with behaviours modelled on the trail laying abilities of ants. The ants move 
across the network by randomly choosing its neighbours based on the pheromone 
level and the transition matrix.[13] The distribution of pheromones at each node help 
decide the path to be followed by any node. Calls between nodes are routed as a 
function of the pheromone distributions and random walk at each intermediate node. 

To determine the route for a call from particular node to a destination, check the 
largest probability in pheromone table for this destination. If it is greater than 
threshold value then the neighbour node corresponding to this probability will be the 
next node on the route to this destination. else the neighbour is selected based on 
transition matrix. The route is valid if destination is reached and then the call is placed 
on the network. 

In this way, calls and ants dynamically interact with each other. Newly arriving 
calls influence the load on nodes, which will influence the ants by means of delay 
mechanism. Ants influence the routes represented by pheromone table and transition 
matrix which in turn determine the routing of new calls. 
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7 Performance 
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is held if ݍሺ݅, ,ݐ ሻכݏ  ௪  0 for t = 1, 2, . . . and i = (1, . . . , n,)where s* is the only 
optimal solution. 

The Pheromone value is an important aspect of ACO algorithm so if we want to 
use it to calculate probability we can do as follows [17]: 

 ܲ൫ݏାଵ ൌ ܿหܶ, ൯ݔ ൌ ൝ ఛሺ௫,௫ೕ,௧ሻ∑ ఛሺ,௬,௧ሻചרሺೣ,ሻאሺೣሻ , ݂݅ ൏ ,ݔ ݔ א ,                           ሻ0ݔሺܬ ݁ݏ݅ݓݎ݄݁ݐ ൡ                        (9) 

 
Where 

J(xi) is the set of feasible neighbour for si. 
C(i,t) is the pheromone rate of the path <ܽିଵכ , ܽכ א  כݏ
 
The Updation Of pheromones runs K.n times per iteration if there are K artificial 

ants. 
 
So we know how probability is dependent upon the pheromone status and in turn 

the convergence time. Generally the ACO algorithms took exponential time ൎ ݊ 
when analyzed. The Probability is better if pheromone level is high.Taking the 
threshold prevents this exponential time to choose the node. Instead random walk can 
reduce the time to nlog(n),n2 or at max n3 and then further optimality depends upon 
the ACO algorithm to determine the optimal solution. 

8 Summary 

In this paper a new method based on hybrid of ACO and Random Walk  was 
proposed. ACO is definitely better than the traditional methods used for routing and 
load balancing. The proposed algorithm is designed in a way to improve its 
performance further. The integration of Random Walk increases the probability of 
always finding the shortest path. Evaporation of Pheromone will decrease the level 
that can take ants to a wrong neighbor. That might result in choosing the wrong path 
as the probability of finding optimal solution depends on the pheromone level. At this 
instant ,when pheromone level is less than the threshold , random walk is one of the 
optimal algorithms that can help decide the next neighbor and increase consistency. 
Regarding the complexity integration of random walk , we have seen it reduces the 
complexity as discussed in performance section earlier. So the proposed method is 
better than using traditional approaches. 
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