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Abstract. In this demo paper we presentMultiCAMBA (Multi-CAMera
Broadcasting Assistant), a context– and location–aware system that, us-
ing a 3D model updated continuously with real-time data retrieved from
the scenario, helps technical directors (TDs) in the live broadcasting task.
They can indicate in run-time their interest in certain moving objects or
geographic areas, and the system is in charge of selecting the cameras
that can provide the kind of view required. To achieve this task, the
system continuously recreates the views of the cameras in a 3D scenario,
considering possible occlusions among the objects.
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1 Introduction

Nowadays, the broadcasting industry is demanding new software systems that
facilitate the broadcasting task. On the one hand, these systems should help
increase the richness of live content production. On the other hand, they should
contribute to decrease the production costs, mainly by reducing the need of
highly specialized human resources to produce (create, edit, and distribute) au-
diovisual content. In that direction, we have developed the MultiCAMBA sys-
tem, that enables TDs to quickly select, among many cameras (some of them
can be static and others be attached to moving objects), the one that fulfills
his/her requirements and whose view should be broadcasted.

The key features of MultiCAMBA, which supports the processing of location-
dependent queries [3] about moving objects and cameras, are briefly highlighted
as follows:

– It allows TDs to query about cameras viewing a target object/area and even
obtaining a specific kind of view (front, top, rear and covering 50% of the
target, etc.), through an easy-to-use interface that recreates the real scenario
using Google Earth technology.
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– It ranks the cameras obtained as a result according to different criteria:
the time needed to view the target object/area, the distance to the target,
the percentage of the object viewed, the percentage of the shot occupied by
the target object, and/or the distance to the target.

– It offers advanced functionalities. For example, it estimates the time needed
to view a target object by considering the cameras features. Besides, it an-
alyzes the view of a camera taking into account occlusions among objects.

Other works also address the problem of multi-camera management (e.g., [1,2]).
However, they only consider static cameras (i.e., at fixed locations). On the
contrary, the cameras considered in our proposal can be static or attached to
moving objects. Moreover, we are not aware of any system that has applied
an architecture for processing location-dependent queries in the context of live
content production to retrieve a list of cameras providing views that fulfill certain
requirements.

In the following we explain the two main components of MultiCAMBA: 1) the
query processor, that executes the TD queries about interesting objects/areas to
obtain the cameras fulfilling his/her requirements; and 2) the Graphical User
Interface, that allows the TD to define these queries and visualize their re-
sults. Additional details can be obtained from the Web page of MultiCAMBA
(http://sid.cps.unizar.es/MultiCAMBA).

2 Query Processor

The query processor is the component in charge of managing the queries sub-
mitted by the TD. These location-dependent queries are continuously evaluated
(every second) in order to provide accurate and up-to-date results to him/her.

For example, the following interesting queries, among others, are supported
by the query processor:

– Cameras that can view a certain object.
– Cameras that capture a side view of a certain object.
– Cameras that can view a certain percentage of an object in a defined area.

The query processor implements the functions defined in [4] and the 3D tech-
niques in [6] to obtain the cameras that are fulfilling (or would be able to fulfill
in the near future) the specified requirements of the TD. To compute a certain
camera view (and for example to obtain the percentage of an object covered by
it), a 3D engine (specifically, JMonkeyEngine) has been used. Due to space lim-
itations, we refer the interested reader to the aforementioned papers for further
information about how these tasks are performed.

Testing MultiCAMBA in a scenario involving real moving objects and cameras
is very costly and it would be difficult to design repeatable experiments. So,
we have developed a simulator that enables the accurate simulation of these
scenarios by using stored real samples (obtained every second) of the location
and direction of objects and cameras. So far, we have evaluated our system
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in the context of the popular rowing races of San Sebastian, using real data
corresponding to the competition of September 2010. Performance tests in this
scenario show that the system can achieve an average refreshment period of 0.085
seconds (see [6]), so MultiCAMBA can be used for live broadcasting.

3 Graphical User Interface

The Graphical User Interface (GUI) has been developed as a Web page where the
TD can define queries about interesting objects, visualize the results to his/her
queries, define areas of interest, etc. It is clear and easy to use, as its appearance
is similar to the usual workplace of a TD, where there are several input sources
to select and a screen where the next source to be aired can be previewed.
The main components of the GUI (see Figure 1) are:

– The query interface, that facilitates the definition and submission of queries
and shows the results in tables.

– The overview map, a Google Earth plugin that supports navigating through
the scenario, defining interesting areas, and visualizing the results of the
queries submitted.

– The camera inputs, two windows where the user can preview the video stream
of the selected cameras before broadcasting them.

Fig. 1. Graphical User Interface using Google Earth plugins to simulate cameras

We use Google Earth to show to the TD a 3D up-to-date overview of the
moving objects and cameras in the scenario and the results to his/her queries.
This is a user-friendly way of displaying the results and allows an easy interaction
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with the system. If no real video stream is available for the camera inputs, then
the camera view is also recreated by using GE (as in [5]).

Different colors and shapes are used to clearly represent different important
elements in the scenario: the target object (denoted by a yellow star), the cameras
currently fulfilling the query constraints (green hexagons), the cameras that
would be able to fulfill the requirements in a few seconds (blue hexagons), and
the cameras that cannot fulfill the requirements (red hexagons). Figure 1 shows
an example where the results of a query and the field-of-view (brown triangles)
of the cameras are displayed on the overview map.

The GUI enables the TD to create his/her queries by selecting the target
object or a specific camera (among the objects and cameras in the scenario), the
area of interest where the target has to be located, the kind of view to obtain of
the target (front, rear, side, etc.), the amount of the target that the camera has
to cover (complete, any, or a certain percentage), etc. The TD can also define
the ranking criterion to be applied to the answer set: 1) the time needed to
obtain the required view (cameras that can provide the view right now could be
more interesting); 2) the distance to the target (a shorter distance could lead to
a more detailed shot); 3) the percentage of the target being viewed (TDs could
want to view at least 80% or 100% of the target object); and/or 4) the amount
of space that the target occupies in the shot (the more space occupied by the
target the smaller the amount of space with other uninteresting objects). Once
a query is defined, it can be submitted and/or stored to be loaded later.

4 Conclusions and Future Work

In summary, MultiCAMBA is a context– and location–aware system that gives
a step forward in the development of software that allows to increase the ef-
ficiency in the broadcasting task by: 1) reducing the human effort required for
live production (thanks to the friendly user interface provided) and 2) giving the
opportunity to obtain richer content productions (due to the advanced features
supported by the query processor).

As future work, we plan to consider more scenarios where the system can be
helpful. For example, it can be used for other sport events such as cycling, where
a distributed approach is needed due to the specific environment (long distances
between objects, mountain landscape, etc.). Moreover, the features of Multi-
CAMBA could be also exploited in other non-sport scenarios (e.g., emergency
management) involving moving objects and videocameras.
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