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Abstract. Recently, the consumption of a considerable amount of en-
ergy by data centers has become a serious problem, and there are many
researches aiming at the reduction of this energy consumption. However,
previous researches intend to reduce only the energy consumed inside
data centers. To the best of our knowledge, there are few researches on
load distributuion that focus on the network energy consumption arising
from the communication across data centers. In this study, we consider
the energy consumption of the network as well as that of the data cen-
ters in the request distribution across geographically distributed data
centers. By using various conditions, we calculate the overall energy con-
sumption of two request distribution policies—one respects the network
energy consumption, and the other does not. By comparing these two
policies, we examine the condition under which the network energy con-
sumption is worth considering.

Keywords: Cloud Computing, Electricity Cost, Optimization, Simu-
lated Annealing.

1 Introduction

Recently, cloud computing has become popular, and the demand of data centers
is increasing rapidly. On the other hand, modern data centers consume consider-
able amount of energy because of the performance improvement of the servers.
The reduction in the electricity cost is one of the great concerns for data centers.

There are many researches on performance control and load distribution in-
tended to reduce a data center’s electricity cost. The basic approaches to this
cost reduction include turning off redundant servers or using the dynamic volt-
age/frequency scaling (DVFS) of CPUs, according to the measured current load
or the estimated future load [1–5]. These appraches are integrated with the load
distribution to the servers [6–8]. Other researches focus on the energy consump-
tion of disks or the memory of servers [9–12]. Moreover, recent researches on
load distribution focus on the energy consumption of the cooling equipment in
data centers [13–15].

These researches are aimed at reducing the amount of energy consumed in a
data center. On the other hand, large organizations such as Google and Yahoo!
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operate multiple data centers. These centers are geographically distributed for
the purpose of the provision of service to worldwide customers or the improve-
ment of service availability upon system failure. Data transfer among such data
centers involves the energy consumption of network devices such as routers or
switches. To the best of our knowledge, there are few researches on load distri-
bution intended to reduce the network energy consumption across data centers.

However, the amount of communication across geographically distributed data
centers seems to increase rapidly. For example, Google has many data centers
around the world and is performing large-scale distributed processing on self-
constructed systems [16–18]. Moreover, many companies including Yahoo! are
using Hadoop, the opensource implementation of a large-scale distributed file
system. The use of such systems that are premised on data distribution is ex-
pected to grow rapidly, and therefore, the network traffic across data centers will
increase in the future. Moreover, we consider that in order to reduce the energy
cost of data centers, the task transfer to remote data centers has to be carried
out frequently. Recently, data centers are often located in the countryside for
the reduction of the energy cost. For example, some data centers are located in
the cold district in order to reduce the energy consumed for cooling [19]. Other
data centers are located near the power plant to reduce the power transmis-
sion cost [20]. Moreover, one of the reasons why container data centers [21] are
attracting attention is that they can move easily according to the variation in
the operation cost, including the energy cost. In general, such data centers are
located far away from the place of the computing demand. Therefore, tasks need
to be transferred via a network.

There is a research on request distribution intended to reduce the energy
cost for geographically distributed multiple data centers. Le et al. [22] proposed
a method for reducing the electricity cost consumed by servers or the cooling
equipments in data centers. Their method exploits the difference in the electricity
prices of areas where data centers are located and the variation in the electricity
price with respect to time. However, Le’s method does not consider the network
energy consumption when requests are transferred to data centers. Therefore, it
is possible that requests are forwarded to distant data centers whose electricity
cost is low, and the overall electricity cost increases.

In this study, we consider the energy consumption of the network as well as
that of the data centers in the request distribution across geographically dis-
tributed data centers. By using various conditions, we calculate the overall en-
ergy consumption of two request distribution policies—one respects the network
energy consumption, and the other does not. By comparing these two policies,
we examine the condition under which the network energy consumption is worth
considering.

The rest of this paper is organized as follows: In section 2, we mention the
related works. In section 3, we explain the problem discussed in this paper and
the request distribution policies. In section, 4, we compare the two policies—one
respects the network energy consumption, and the other does not. We conclude
the paper in section 5.
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2 Related Works

There have been many researches to reduce the energy consumption of data
centers, and various methods have been proposed. These methods control the
energy consumption of a data center according to the center’s load. The ultimate
goal is to make the energy consumption of a data center proportional to its load.

Early researches proposed schemes that turn off redundant servers or use
the dynamic voltage/frequency scaling (DVFS) function of CPUs in order to
reduce the energy consumption while preserving the throughput [1, 2]. Pinheiro
et al. [1] proposed a method for changing the number of servers that are turned
on (active servers) according to the current load. Elnozahy et al. [2] integrated
the control of the operating voltage of the CPU and the method proposed in [1].
The drawback of the on/off scheme is the coarse granularity of the control of
the energy consumption (in the unit of servers) and the effect of the DVFS is
limited to the energy consumption of CPUs.

The following researches consider the service level agreement (SLA) or quality
of service (QoS) and propose methods that aim at ensuring that the processing
time of the requests meets the deadline as well as preserving the throughput [3–5].
Sharma et al. [3] proposed a method that for controlling the frequency of the
CPU in order to maintain synthetic utilization that is defined to process the
requests before the deadline. Rusu et al. [4] proposed a method for controlling
the CPU frequency of each server on the basis of prediction of the processing time
made by keeping a track of the processing time of the processed requests. Chen
et al. [5] proposed two methods and compared them. One determines the CPU
frequency of each server by solving the optimization problem whose constraint is
the processing time estimated using the queuing model. The other changes the
CPU frequency of each server dynamically using the feedback control based on
the measured processing time. Although the deadline is essential in most of the
real world services, meeting the deadline causes some inefficiency in the energy
consumption.

Recent researches consider a relatively detailed model and introduce load
distribution to servers [6–8]. Heath et al. [6] proposed the request distribution
method for heterogeneous data centers, including different types of servers. Their
method uses the model that reflects the variations in the characteristics of the
CPUs and disks of different servers. Rusu et al. [7] proposed a method for het-
erogeneous data centers. Their method determines the number of active servers
and the request distribution to these servers on the basis of the measured value
of energy consumption. Chen et al. [8] proposed a method for data centers that
provide connection-intensive services. Their method determines the number of
active servers and the request distribution to these servers in order to reduce the
energy consumption while avoiding the service not available (SNA) error and
server-initiated disconnection (SID). Elaborate control based on realistic mod-
els contributes to the reduction of energy consumption. However, the trade off
between its effect and its implementation cost need to be considered.

As other approaches, some methods that focus on the server components other
than the CPU are proposed [9–12]. In a Google data center, at its peak time, the
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DRAM occupies 30% of the total energy consumption and the disk occupies 10%
while the CPU occupies 33% [23]. This fact implies that the methods focusing
on memories and disks are promising for reducing the energy consumption of
data centers. Gurumurthi et al. [9] proposed a method that modulates the disk
rotation speed to reduce the energy consumption. Zhu et al. [10] proposed a
cache replacement algorithm to reduce the energy consumption of disks. Ganesh
et al. [11] argue that log-structured file systems can extend the time for which
the disks stop in order to reduce the energy consumption. Li et al. [12] proposed
a method that switches the operation modes of memories and disks in order to
reduce the energy consumption. In order to make the server energy consumption
proportional to the server load, it is essential to consider components other than
the CPUs. However, this approach often results in an ad hoc method depending
on a particular implementation of servers.

Recent researches have focused on the load distribution to servers in order to
reduce the energy consumption by the cooling equipment [13–15]. Since servers
that consume a considerable amount of energy produce a large amount of heat,
the cooling equipment also requires considerable energy to cool the servers. More-
over, recently, because of a high density implementation of servers, the heat den-
sity of data centers is increasing and the energy required for cooling is rapidly
increasing. Therefore, it will be important to reduce the energy required for cool-
ing the servers in the future. Moore et al. [13] introduced a metric called heat
recirculation factor (HRF) which expresses the amount of heat recirculation in
a data center, and proposed a load distribution method based on HRF. Bash
et al. [14] proposed a method that allocates a high load to servers placed in
an area where the cooling efficiency is high in a data center in order to reduce
the energy consumption for cooling. Tang et al. [15] proposed a task scheduling
method that allocates tasks to equalize the inlet temperature of servers using
a detailed model of the heat recirculation in a data center. Since the cooling is
responsible for a significant portion of the energy consumption in today’s data
center [23], the importance of researches on cooling is increasing.

3 Request Distribution That Respects Network Energy
Consumption

3.1 System Model

We extend the model introduced by Le et al. [22]. Figure 1 shows our system
model. The system includes several front-ends, several data centers, and a single
scheduler.

The transfer of a request is as follows: First, a client sends a request to a front-
end. The front-end that receives the request selects a data center to forward the
request. The data center that receives the request processes it and returns the
result to the front-end. Then, the front-end forwards the result to the client.

The front-ends distribute requests to data centers according to certain frac-
tions. These request fractions are updated periodically according to the variation
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Fig. 1. System Model

in the request arrival rate. The period during which the request fractions are fixed
is called an epoch. At the beginning of an epoch, the scheduler determines the
request fractions for each front-end. In order to calculate the request fractions,
the scheduler can use the information about the network and all the data centers.
Moreover, the scheduler is periodically notified of the expected request arrival
ratio by the front-ends. The details of the calculation of the request fractions
are mentioned in the following sections.

3.2 Problem Overview

The problem that we deal with in this study is the determination of the fraction
of requests that should be directed to each data center in order to minimize
the total energy consumption of the data centers and the network. The energy
consumption is measured on a daily basis. That is, the accounting period is one
day. In the calculation of the request fraction, the following constraints must be
taken into account. First, the peak request arrival rate of each data center cannot
exceed the capacity of the data center. The capacity of a data center means the
maximum number of requests that it can process in 1s. Second, the service has a
single SLA that should be satisfied. The SLA is expressed as (L, P ) which means
that ratio of requests that are processed within time L to the total number of
requests that arrive in a day should be more than P . The request processing
time, which is measured at the front-end, is the time from forwarding a request
to receiving its result. This implies that the communication delay between a
client and a front-end does not affect the request processing time.

3.3 Assumptions about Energy Consumption

The energy consumption of a data center is the sum of the energy consumption
of the servers, local network devices, cooling equipment, and so on. As mentioned
in section 2, there are many methods to reduce the energy consumption of data
centers. By applying these methods, we can control the energy consumption
of the data center according to its load. In this study, we consider the ideal
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situation in which the energy consumption of a data center is proportional to its
load. However, we must take into account that a data center consumes a fixed
amount of energy irrespective of its load; we call this energy the base energy.

The energy consumption of a network is a sum of the energy consumption of
network devices such as routers and switches, and devices for signal transfer such
as amplifiers. The reduction of the network energy consumption has attracted
attention recently, and there is a pioneering research [24]. However, the relation
between the load and the energy consumption is still unclear. In this study,
we consider the ideal situation in which the network energy consumption is
proportional to the amount of traffic. We do not consider the network base
energy because there is traffic that is unrelated to our system on the network.

On the basis of the above observations, we make the following assumptions.

1. A data center consumes a fixed amount of energy irrespective of the number
of processed requests.

2. In addition to (1), a data center consumes the energy proportional to the
number of processed requests per unit time.

3. The average amount of traffic between a front-end and a data center for
requests is proportional to the number of forwarded requests per unit time.

4. The network energy consumption between a front-end and a data center is
proportional to the average amount of traffic of (3). That is, we do not con-
sider the energy consumption of the traffic that is unrelated to our system.

3.4 Problem Formulation

We formulate the problem mentioned in section 3.2 as an optimization problem.
Table 1 shows the parameters used in the formulation. In the table, t repre-

sents an epoch. Most parameters are the same as those used in [22]. We have
replaced the parameters of monetary energy costs (�) with those of energy con-
sumptions (kWh) and introduced the variable h that represents a front-end.
Figure 2 depicts an example of the parameters.

OverallEC =
∑

t

∑

h

∑

i

(fhi(t)LTh(t)EChi) (1)

∀t∀h∀ifhi(t) ≥ 0 (2)

∀t∀h
∑

i

fhi(t) = 1 (3)

∀t∀i
∑

h

(fhi(t)LRh(t)) ≤ LCi (4)

∑
t

∑
h

∑
i(fhi(t)LTj(t)CDFi(L, offered i(t))∑

t

∑
h LTh(t)

≥ P (5)
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Table 1. Parameters (EC stands for “energy consumption”)

Symbol Meaning

fhi(t) Ratio of requests to be forwarded
from frontend h to center i

OverallEC Total EC (kWh)
EChi Avg. EC (kWh) of a request forwarded

from frontend h to center i
ai Avg. EC (kWh) of a request at center i
bhi Avg. network EC (kWh) of a request

forwarded from frontend h to center i
LCi Load capacity (reqs/s) of center i
LRh(t) Expected peak service rate (reqs/s)

at frontend h
LTh(t) Expected total service load (#reqs)

at frontend h
offered i(t)

∑
h(LRh(t)× fhi(t)) (reqs/s)

CDFi(L, offered i) Expected ratio of requests that complete
within L time, given offered i load

Fig. 2. Example of Parameters

The objective function to minimize is the total energy consumed for an entire
day (formula (1)). However, the base energy is not included in formula (1) be-
cause it is not changed by the request distribution. If the monetary energy cost
is used as the objective function instead of the energy consumption, formula (1)
can be easily modified.

Constraints are shown as formulas (2)–(5). Formula (2) shows that the request
ratio from any front-end to any data center should not be negative. Formula (3)
shows that all requests that arrive at the front-end should be allocated to some
data center. Formula (4) shows that the peak request arrival ratio of a data center
should not exceed its capacity. Formula (5) shows that the SLA (see section 3.2)
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should be satisfied, that is, the ratio of requests that are processed within time
L to the total number of requests that arrive in a day should be more than P .

3.5 Optimization Policy

In this study, we consider two optimization policies. Policy DC+Net respects the
energy consumption of data centers and the network. Policy DConly respects the
energy consumption of only the data centers. The difference in these policies is
the definition of EChi included in objective function (formula (1)), which is
shown as formulas (6) and (7).

Policy DC+Net: EChi = ai + bhi (6)

Policy DConly: EChi = ai (7)

3.6 Instantiation of Parameters

The parameters of the optimization problem of section 3.4 are given as follows:
On the basis of assumptions stated in section 3.3, it can be inferred that

the energy consumption per request at data center i and the network energy
consumption per request for a pair of front-end h and data center i, denoted by
ai and bhi respectively, are constants.

The request arrival rate differs for each front-end and varies with time. There-
fore, the peak request arrival rate and the total service load of front-end h in
epoch t, denoted by LRh(t) and LTh(t) respectively, are given as functions of
epoch t.

We define CDFi(L, offered i) as follows:

CDFi(L, offered i) =

{
1 (offered i ≤ LCi)
0 (offered i > LCi)

(8)

Formula (8) shows that unless the load of data center i exceeds its capacity, all
requests arrived that arrive at i are processed before their deadline, including
the communication delay. This implies that as long as the constraint shown as
formula (4) is satisfied, the constraint shown as formula (5) is also satisfied.

4 Evaluation

In order to examine the condition under which the network energy consumption
should be considered, we applied two policies DC+Net and DConly mentioned
in section 3.5 to various conditions and compared the energy consumption.

4.1 Methodology

We consider a system having three front-ends FE1 ∼ FE3 and five data centers
DC1 ∼ DC5.
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By using various parameter settings, we calculated and compared the total
energy consumption of DC+Net and DConly. The term “the total energy con-
sumption” refers to the total amount of energy consumed by all data centers and
the network except for the base energy. The total energy consumption is calcu-
lated as follows: For each policy, we solve the optimization problem mentioned in
3.4 to determine the request fractions for all front-ends. Then, we calculate the
whole-day energy consumption of each policy according to the request fractions
determined above by assuming that the requests arrive at each front-end at the
predicted rate. The calculated value is the lower limit of the energy consumption
for each policy.

4.2 Solving the Optimization Problem

As in [22], we use the simulated annealing (SA) technique to solve the optimiza-
tion problem. We use 1-hour epochs and divide a day into 24 epochs.

A state in SA, denoted by s, is defined as follows:

s = {fhi(t) | h ∈ FE, i ∈ DC, t ∈ EP}

FE, DC, and EP represent the sets of all front-ends, all data centers, and all
epochs, respectively.

Table 2 shows the pseudocode of SA that we used. exp(x) denotes the expo-
nential function. Energy(s) is a function that returns the energy consumption in
state s according to formula (1) in section 3.4. Rand() is a function that returns
a random actual number from 0 to 1. Neighbor(s) is a function that returns
a neighbor of state s. A neighbor of s is calculated as follows: First, x ∈ FE,
y, z ∈ DC, and u ∈ EP are selected randomly such that fxy(u) ∈ s, fxz(u) ∈ s,
and fxy(u) ≥ 0.1. Then, a neighbor of s is made from s by subtracting 0.1 from
fxy(u) and adding 0.1 to fxz(u). Table 3 shows the parameter setting of SA.

4.3 Parameter Settings

Request Arrival Rate. The request arrival rate of a front-end varies with
time. In this study, we use the request arrival rate used in [22], which is shown
in figure 3.

We use the same request arrival rate for three front-ends but shift −3 h, 0,
and +6 h, respectively, reflecting different time zones in which front-ends are
placed.

Capacity of Data Centers. We set the same capacities (200 reqs/s) for all data
centers. Note that the total amount of capacities of five data centers is larger than
the sum of peak request arrival rates of three front-ends. This implies that data
centers are never overloaded as long as requests are distributed appropriately.
This is a necessary condition for obtaining a solution of the optimization problem
that meets the constraint of formula (4) in section 3.4.
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Table 2. Pseudocode of SA

s← Sinit; e← Energy(s); tp← TPinit

sbest ← s; ebest ← e
for l = 1 to L

snew ← Neighbor(s)
enew ← Energy(snew)
if enew < ebest then

sbest ← snew ; ebest ← enew

if enew < e then
s← snew ; e← enew

else if Rand() < exp((e− enew)/tp) then
s← snew ; e← enew

tp← tp ∗ C
return sbest

Table 3. Parameter Setting of SA

Symbol Meaning Value

Sinit Initial state fhi(t) = 0.2
for any h, i, t

TPinit Initial temperature 1000
C Parameter to control temperature drop 0.999
L Number of iterations 10000

Fig. 3. Request Arrival Rate

Variations of Energy Consumption of Data Centers. In this study, we
consider a situation in which there is variation in the energy consumption per
request of data centers.

Table 4 shows the result of SPECpower ssj2008 [25], a benchmark test of the
power efficiency of servers. This tells us that there is a great difference between
the power efficiency of a new server and that of an old one. In this study, as
the metric of the variation in multiple values, we use the ratio of the maximum
value and the minimum value, which we call the max-min ratio. For example,
the max-min ratio in table 4 is approximately 51.2.
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Table 4. SPECpower ssj2008 Results

Server name ssj ops/W Hardware Availability

HP ProLiant DL380 G4 45.2 Sep-2004

HP ProLiant SL2x170z G6 2316 Oct-2009

We used four settings, denoted by d0 ∼ d3, of the energy consumption of
data centers. The ratio of the energy consumption values of the data centers in
each setting is shown in table 5. d0 is the case in which the energy consumption
values of all data centers are the same and the max-min ratio is 1. In the case
of d1, d2, and d3, the max-min ratios are 2.6, 5, and 25 respectively. Note that
the sum of the values of the five data centers is the same for all settings. This
implies that when the requests are distributed uniformly to all data centers, the
total energy consumption is the same at any setting.

Table 5. Variation in Data Center Energy Consumption

ID/DC DC1 DC2 DC3 DC4 DC5

d0 9 9 9 9 9

d1 5 7 9 11 13

d2 3 6 9 12 15

d3 1 2 5 12 25

Variation in Energy Consumption of Network. The energy consumption
of the network depends on the location of the front-end and the data center.
The energy consumption is low if they are close and high if they are far apart.
In order to reflect this fact, we set different values of energy consumption per
request for each pair of a front-end and a data center.

In order to determine the variation in the energy consumption of the network,
we referred to the variation in the hop counts in a real network. We believe that
the hop count is related to the energy consumption of the network since it
represents the number of network devices that the packets pass through. Fei et
al. [26] measured the hop counts from a host at UCLA to various sites on the
Internet and reported that the maximum hop count was 27. On the basis of this
fact, we used four settings, denoted by n0 ∼ n3, of the energy consumption of
the network. They are shown in table 6. n0 is the case with no variation, and its
max-min ratio is 1. In the case of n1,n2, and n3, the max-min ratios are 2.6, 5,
and 25 respectively.

Ratio of Energy Consumptions of a Data Center and the Network.
The result of the comparison between DC+Net and DConly is significantly af-
fected by the ratio of the energy consumption between a data center and the
network. Of course, it is desirable that this ratio is close to the ratio in the
real world. However, it is very difficult to measure the energy consumption of a
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Table 6. Variation in Network Energy Consumption

ID FE/DC DC1 DC2 DC3 DC4 DC5

FE1 9 9 9 9 9
n0 FE2 9 9 9 9 9

FE3 9 9 9 9 9

FE1 5 7 9 11 13
n1 FE2 12 8 5 8 12

FE3 13 11 9 7 5

FE1 3 6 9 12 15
n2 FE2 13 8 3 8 13

FE3 15 12 9 6 3

FE1 1 2 5 12 25
n3 FE2 18 4 1 4 18

FE3 25 12 5 2 1

real network. Instead, we determined this ratio on the basis of the ratio of the
energy consumption between a server and a router. According to the report of
Principled Technologies Inc. [27], a server with Intel Xeon 5160 CPU processed
40461 requests/s in WebBench benchmark [28]. Unfortunately, neither the model
name nor the energy consumption of the server is found in this report. Instead,
we use the specification of Hitachi HA8000/130 server that has the same CPU,
whose maximum energy consumption is 611 W. Using these value, we calculated
the energy consumption per request to be approximately 15 mJ. On the other
hand, Chabarek et al. [29] performed experiments using routers and measured
the relation of the number of processed packets and the energy consumption.
They reported that Cisco GSR 12008 router consumed 770 W when it processed
540,000 packets/s. That is, the energy consumption per packet was 1.4 mJ. Con-
sidering that the processing of a single request requires multiple packets and a
packet passes multiple routers to reach the destination, we conclude that the dif-
ference in the energy consumption per request between a server and the network
is not considerable in the case of WWW services. Based on this observation,
we used three patterns of the ratio (2:1, 1:1, and 1:2) of the average energy
consumption of a data center and the network.

4.4 Results

In this section, we show the calculated total energy consumption of DC+Net
and DConly. In the following graphs, the x-axis shows the setting of the energy
consumption of the data centers (d0 ∼ d3) and the network (n0 ∼ n3), which
are shown in tables 5 and 6. The y-axis shows the total energy consumption of
each policy, which is divided by the total energy consumption when the requests
are distributed uniformly to all data centers, which is denoted by EQUAL.

Figure 4 shows the result when the ratio of the energy consumption of the
data centers and the network is 2:1. Unless the data center energy consumption
values are the same (setting d0), the difference in the total energy consumption
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Fig. 4. Data Center:Network=2:1

Fig. 5. Data Center:Network=1:1

Fig. 6. Data Center:Network=1:2

between DC+Net and DConly is very small in the case of settings n1 and n2.
In this case, since the data center energy consumption is dominant, the effect
of considering the network energy consumption is relatively small. When the
network energy setting is n3, DC+Net outperforms DConly by more than 15%
in the case of settings d1 ∼ d3. Since in the case of setting n3, the variation
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Fig. 7. Data Center:Network=1:1(half load)

in the network energy consumption is significantly large, the network energy
consumption is worth considering even if the data center energy consumption is
relatively large.

Figure 5 shows the result when the ratio of the energy consumption of the
data centers and the network is 1:1. Unless the network energy setting is n0,
DC+Net outperforms DConly significantly. This result shows that the network
energy consumption should be considered in this case.

When the data center setting is d3, DC+Net outperforms DConly with more
than 10% only in the case of setting n3. On the other hand, when the data
center setting is d1, DC+Net outperforms DConly by more than 10% in the
case of settings n1 ∼ n3. This result shows that the network energy consumption
should be considered when the variation in the energy consumption of the data
centers is small. This is because when the variation in the energy consumption
of the data centers is small, the choice of a data center makes little difference
to the energy consumption of the data centers, and therefore, the effect of the
network energy consumption becomes relatively large.

By comparing the case in which the network energy consumption is uniform
and the data center energy consumption varies widely (setting d3 with n0) and
the case in which the data center energy consumption is uniform and the net-
work energy consumption varies widely (setting d0 with n3), we observe that
DC+Net shows low energy consumption in the latter case. As shown in tables
5 and 6, the max-min ratios of the energy consumption of settings d3 and n3
is the same. Therefore, considering that the average energy consumption values
of the data centers and the network are the same, we conclude that the effect
of the variation in the network energy consumption is larger than that of the
data center energy consumption. This is because the optimization of the net-
work energy consumption has more options than that of the data center energy
consumption. The data center energy consumption of a request is the same ir-
respective of a front-end that sends the request. In terms of the data center
energy consumption, there are some data centers to which no requests should be
forwarded. However, when the total load is heavy, some requests have to be for-
warded to such data centers and the total energy consumption worsens. On the
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other hand, the network energy consumption of a request varies depending on
the front-end that sends the request. In terms of the network energy consump-
tion, every data center can receive requests from “near” front-ends. Therefore,
even when the total load is heavy, the total energy consumption can be improved
by the optimization considering the network energy consumption.

Figure 6 shows the result when the ratio of the energy consumption of the
data centers and the network is 1:2. Irrespective of the variation in the energy
consumption of data centers, in the case of all settings n0 ∼ n3, DC+Net out-
performs DConly by more than 10%. This result implies that it is essential to
consider the network energy consumption in this case. In particular, in the case
of setting n3, DC+Net outperforms DConly by more than 50% in the case of
settings d0 ∼ d3. This result shows that the effect of the network energy con-
sumption is dominant.

Figure 7 shows the result when the ratio of the energy consumption of the
data centers and the network is 1:1 and the total load is set to half of the default
value. In the case of setting n0, in which the network energy consumption is
uniform, the total energy consumption values of both DC+Net and DConly
improve by 10%–20% as compared to those shown in figure 5. This is because
when the load is considerably less than the data centers’ capacity, many options
are possible with respect to the choice of data centers; this enhances the effect
of optimization. On the other hand, in the case of settings d1 ∼ d3, the total
energy consumption of DC+Net at setting n3 is 30%–40% lower than at setting
n0 while that of DConly at setting n3 is 15%–30% higher than at setting n0.
This result shows that when there are many options with respect to the choice
of data centers, the penalty of ignoring the network energy consumption during
the request distribution becomes relatively large.

On the basis of the above results, we argue that the network energy con-
sumption should be considered in optimization if at least one of the following
conditions is satisfied. Note that if some conditions are satisfied simultaneously,
the effect of the network energy consumption will increase even if each condition
is not sufficiently satisfied.

1. The average energy consumption of the network is equal to or larger than
that of the data centers.

2. The max-min ratio of the energy consumption of the network is larger than
20.

3. The max-min ratio of the energy consumption of data centers is smaller than
3.

4. The total load is smaller than 50% of the total capacity of data centers.

5 Conclusions

The reduction of the energy consumption of data centers has been an important
research topic. Recently, the energy consumption of the network is attracting
considerable attention. In this study, we focused on the request distribution
across geographically distributed data centers. We compared two optimization



516 H. Tada, M. Imase, and M. Murata

policies—one respects the network energy consumption, and the other does not—
and examined the condition under which the network energy consumption is
worth considering.

Our evaluations are based on the total energy consumption values calculated
in the case of optimization. Since these values are estimated under an ideal
condition, they differ from the real energy consumption. In real systems, the
policy that is good for optimization does not necessarily show good performance
because of unexpected events, e.g., the unexpected increase in the number of re-
quests. We do not consider such unexpected conditions because the scope of this
study is the effectiveness of considering the network energy consumption. Nev-
ertheless, robustness, the property to maintain a good performance even under
unexpected conditions, is one of the important metrics for request distribution
methods. Evaluation in a more realistic environment is our future work.
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