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Abstract. A femto base station (BS) is an emerging candidate solution
to guarantee wireless coverage and enhance capacity in indoor environ-
ments. Ideally, femto BSs should be designed to be installed by customers
without their manual configuration. Hence, a femtocell network should
be automatically organized by configuring the operating frequency chan-
nel and transmit power level of the femto BSs adaptively according to
the interference environment. However, in order to enhance the capac-
ity of femtocell users, the femto BSs in the network should be carefully
configured since they can cause severe co-channel interference to the ex-
isting macrocell networks operating in the same frequency channel. In
this work, we propose an automatic self-organizing scheme for a femto-
cell network by jointly considering transmit power control and dynamic
frequency selection, which tries to maximize the mean sum downlink
achievable rate of the femtocell users and to guarantee the performance
of the macrocell users by limiting the co-channel interference from the
femtocells. The proposed scheme is based on a potential game which
guarantees a convergence property, and we enhance the scheme with a
Tabu search, which attempts to achieve the optimality.

1 Introduction

As the demand of data traffic rapidly increases, securing wireless coverage and
enhancing capacity in an indoor environment, where a big portion of wireless
data service occurs, become more important. Conventionally, installing radio
frequency (RF) repeaters is a widely adopted solution for it since it is simple and
cheap. However, a repeater cannot fundamentally increase the wireless capacity
since it simply amplifies and repeats the signal from the macro base station
(BS). A small BS, which is commonly referred to as a femto BS, is a more
attractive solution compared with the repeater since a femto BS can achieve a
higher wireless capacity by achieving better spectral efficiency [1]. A femto BS is
a small low-cost BS serving a small area referred to as a femtocell [2]. A femto BS
is usually connected to a macrocell network via a broadband wired connection,
e.g., an Internet protocol (IP) network over x digital subscriber line (xDSL) or
a dedicated backhaul network. The emerging IMT-advanced candidate systems
including 3GPP LTE-advanced and IEEE 802.16m also feature this femtocell
technology [3, 4, 5].
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Considering a large number of expected femto BS deployments, the desirable
features of femto BSs include 1) minimizing the cost of installation and main-
tenance of a femto BS and 2) operating the femto BS without any in-depth
knowledge of the network. Due to such features, self-organizing network (SON)
is considered an indispensable technique for the success of femtocell networks,
where SON is defined as a network which can be autonomously organized with a
minimum intervention of the network operator/user. In a self-organizing femto-
cell network, each BS becomes self-organized by adaptively adjusting its transmit
power and operating frequency channel.

For the femtocell network, in [6], the authors propose a heuristic algorithm for
selecting the frequency band. The effect of network parameters, e.g., transmit
power of femto BS, femtocell radius, and loading factor, are evaluated. Moreover,
they propose an heuristic dynamic frequency selection (DFS) algorithm of the
IEEE 802.16e femtocell systems in terms of the network coverage and the sys-
tem capacity. In [7], the deployment of femto BSs is discussed for an intelligent
cell planning. The authors propose a frequency assignment technique consider-
ing the distance to the macro BS. The main issue of this paper is to determine
the distance threshold for the frequency channel assignment. In addition, trans-
mit power control (TPC) for femtocell networks is investigated in [8, 9, 10, 11].
However, most of the papers assume the uplink transmission since it is easy to
quantify and limit the sum interference to the macro BS. Moreover, the opti-
mization goal of TPC is not to maximize the sum capacity of the network but
to guarantee the target SINR, since such an objective is easy to solve, while the
capacity maximization is more appropriate for the data network.

We in this work consider the joint problem of DFS and TPC as the goal of SON,
and develop an operational procedure for a practical application of SON, which
is referred to as a SON operation. For the algorithm, we consider the downlink
system, which is different from the uplink system in that the victims of the co-
channel interference are the macrocell users and femtocell users. The problem in
consideration tries to maximize themean sum downlink achievable rate of the fem-
tocell users while guaranteeing the performance of the macrocell users by limiting
the co-channel interference from femtocells. We develop an algorithm for a SON
operation based on a potential game, which systematically has a strong conver-
gence property. Even though the proposed algorithm cannot be fully distributed
since it requires the network-wide information, the operation can be distributed
with a proper initialization procedure. In addition, since the considered problem
is known as NP-hard and the proposed algorithm does not guarantee optimality,
the proposed algorithmmight not result in an optimal solution. Consequently, the
game algorithm is enhanced by applying a Tabu search, which attempts to obtain
the optimal value, and we evaluate the proposed algorithm via simulations. To
our best knowledge, the network-wide optimality is desirable but has not been
handled so far since it is difficult to be modeled and achieved.

The rest of this paper is organized as follows. In Section 2, we describe a joint
DFS/TPCproblem in a self-organizing femtocell network, and then a systemmodel
is represented in Section 3. A potential game based SON algorithm is presented in
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Section 4, and the detailed operation of the proposed scheme is explained in Sec-
tion 5. In Section 6, the Tabu game algorithm is proposed, and we evaluate the
proposed algorithm in Section 7. Finally, we conclude the paper in Section 8.

2 Self-Organizing Femtocell Network

Assume that femto BSs are arbitrarily distributed across the area in consider-
ation, and each femto BS attempts to maximize the communication rate with
its associated users. If multiple channels are available, the femto BSs prefer to
utilize a frequency channel which is orthogonal to other femto BSs’ since it is the
simplest solution for the rate maximization. However, as the number of femto
BSs increases more than the number of available frequency channels, femto BSs
might inevitably interfere with each other. As a result, each femto BS should
mitigate co-channel interference by controlling its transmit power (i.e., TPC)
as well as changing its operating frequency channel (i.e., DFS) according to the
interference environment. Moreover, considering the expected huge number of
femto BSs, it is almost impossible to keep the network optimized via the manual
setting by a human engineer as done in conventional cellular networks. Therefore,
the femtocell network is desired to be a SON.

Developing a SON operation which tries to maximize the sum throughput
of femtocells is challenging in that co-channel interference severely affects the
sum throughput of femtocells. It is beacuse the signal-to-interference and noise
ratio (SINR) of a femto BS is in proportion to the desired signal’s power in-
crement whereas it is inversely proportional to the transmit power increment of
other BSs in the same frequency channel. Therefore, mitigating such co-channel
interference is the key issue of the SON operation.

Fig. 1. The SON operation of a femto BS is depicted. For a periodic operation, the
network determines the operation epoch, and the femto BSs conduct the SON opera-
tion. Such a periodic operation is the most essential and important SON operation for
the network management. In addition, the initial and event-based SON operations are
also considered. In this work, the SON operation is assumed to be composed of two
procedures, i.e., the initial and interaction procedures.
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Fig. 2. During the uplink transmission, the macrocell and femtocell users transmit the
data to the serving BSs. Since the receivers are the BSs, the victims by the interferences
are also the BSs.

In this work, we mainly concentrate on the problem with a network-wide objec-
tive function, i.e., the mean sum downlink achievable rate of the femtocell network
while maintaining the SINR of the macrocell users, represented as follows:

max
∑

i∈Uf

Ri (1)

s.t. ηj > ηth ∀j ∈ Um (2)

where Ri is the mean downlink achievable rate of femtocell user i and Uf is the
index set of the femtocell users. ηj is the downlink SINR of macrocell user j
and Um is the index set of the macrocell users. ηth is the SINR threshold for
guaranteeing the performance of the macrocell users. The problem modeling and
formulation is presented in Section 3.

Lastly, we need to define the period of the SON operations. Practically, the
SON operation does not need to be realtime, since the SON operation is not a
part of resource scheduling but a part of network configuration. In Fig. 1, three
types of operations are depicted. First, a femtocell network conducts the SON
operation periodically in order to maintain the change of the network as time
passes. During the periodic SON operation, each femto BS can reflect the SINR
constraints of the macrocell users. The period of this operation might be enough
to be done once a day or several days, for instance. Second, an initial SON
operation is conducted for the initial setup of a femto BS which is newly added.
When the initial operation is conducted, the femto BS might lack necessary
information, e.g., channel information among other femto BSs and the SINR
constraints of neighboring macrocell users. Then, it is hard to optimize the SON
parameters. Third, the SON operation could be initiated based on the event of
the network changes, e.g., neighboring femto BS addition and removal.

3 Modeling of Femtocell Network

In this work, we consider the downlink of a femtocell network and try to solve the
problem which tries to maximize the sum rate of femto users while considering
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the constraints of the macrocell user’s interference. In the femtocell network,
the co-channel interference problems of downlink and uplink are different. As
shown in Figs. 2 and 3, the main difference is that victims of the interference are
different. For the uplink transmission, the victims of the interference are the BSs,
i.e., macro BSs and femto BSs. Since the victims are static, the uplink problem
is relatively easy to measure the interference level. Especially, the interference
level of the macrocell can be measured only at the macro BS, and it is possible
to limit the interference level under the interference threshold easily. Whereas,
for the downlink transmission, the victims are the macrocell and femtocell users.
Therefore, it is complicated to measure and limit the interference level since the
users are ephemeral, distributed and even mobile, and we need to clearly analyze
the victims to solve the problem and apply the solution to the practical system.

Fig. 3. During the downlink transmission, the macro and femto BSs transmit the data
to the associated users. Since the receiver are the users, the victims by the interferences
are also the users.

In Fig. 4, the downlink system model in consideration is depicted. In order to
measure the performance of a femtocell, we consider the mean downlink achiev-
able rate of an arbitrary user in the cell, R̃. As shown in the figure, a user is
assumed to be located at the the arbitrary distance of ru from the femto BS.
Then, the achievable rate,Ri(fi, pi), of femto BS i operating with transmit power
of pi in frequency channel fi can be represented and calculated from the SINR
of femtocell user j, γj(fi, pi):

I(fi) :=
∑

k∈Bm(fi)

Ik(lj) +
∑

k∈Bf (fi),k �=i

Ik(lj), (3)

γj(fi, pi) =
gijpi

N0 + I(fi)
, (4)

Ri(fi, pi) = B log (1 + γj(fi, pi)) (5)

where the gij is the channel gain between the femto BS i and user j, and pi is the
transmit power of femto BS i.N0 is the noise power, and Ik(lj) is the interference
from macro or other femto BS k which is experienced by user j located at lj .
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Bm(fi) and Bf (fi) are the index sets of macro BSs and femto BSs, operating in
frequency channel fi, respectively. B is the bandwidth of the considered system.

Note that the interference needs to be averaged to get the mean downlink
achievable rate, R̃i(fi, pi). Then, we average the interference for all the users at
the arbitrary distance of ru from the femto BS:

Ĩ(fi) :=
∑

k∈Bm(fi)

∫
C
Ik(lj)dlj

2πru
+

∑

k∈Bf (fi),k �=i

∫
C
Ik(lj)dlj

2πru
(6)

where
∫
C
Ik(lj)dlj is the line integral of function Ik(lj) along a piecewise smooth

curve C, and C in this work is a circle with radius ru centered at femto BS i.
We assume that arbitrary users are continuously located at point lj on C.

Fig. 4. The system model in consideration is depicted. To model the downlink per-
formance of a femtocell, we use the mean downlink achievable rate of an arbitrary
femtocell user located at a given distance. In addition, the macrocell users are consid-
ered to represent the interference to the macrocell.

For the simplicity, we approximate the mean interference as follows:

Ĩ(fi) ≈
∑

k∈Bm(fi)

Ik(Lj) +
∑

k∈Bf (fi),k �=i

Ik(Lj) (7)

=
∑

k∈Bm(fi)

gkiP +
∑

k∈Bf (fi),k �=i

gkipk (8)

where Lj is the location of femtocell user j colocated with femto BS i, and P
and pk are the transmit power of a macro BS and femto BS k, respectively. gki
is the channel gain between BSs k and i. We assume that the average amount
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of the interference of all the femtocell users at the arbitrary distance of ru is the
same as the amount of the interference to femtocell user j located at Lj. Note
that the exact calculation of the average interference might be insignificant as
long as the calculation method is identical to all the femto BSs. Consequently,
the approximated mean SINR is represented as follows:

γ̃j(fi, pi) :=
gijpi

N0 + Ĩ(fi)
(9)

where the g is identical since the distance from the serving femto BS to users is
identical. Consequently, the mean downlink achievable rate of femto BS i is as
follows:

R̃i(fi, pi) := B log2 (1 + γ̃j(fi, pi)). (10)

Even though the throughput might be more proper metric to represent the per-
formance of a cell, the throughput is tightly related with scheduling algorithms
and the user distribution. Then, it is not easy to calculate the throughput with-
out considering a specific resource scheduler, and we will leave it as a future
work. Instead, we use the achievable rate as a performance metric in this work.

As a main constraint, we need to limit the interference amount from the femto
BSs to the macrocell users. In Fig. 4, the outage area is depicted, and the macro-
cell users in this area need to be considered as monitoring users. The interference
level of the monitoring users needs to be limited under the threshold to guarantee
the performance of the macrocell users. Then, we consider the feedback based
reporting procedure of the monitoring users, and it will be detailed in Section 5.

4 Potential Game for SON Operation

The centralized optimization problem which maximizes the sum downlink rate
of femtocell users requires high computational power and is not able if there
is no central decision entity [12]. Thus, an efficient algorithm with distributed
decision entities is more desirable even at the cost of optimality. In this section,
we model the interaction among femto BSs as a constrained potential game
which guarantees the convergence.

Game is a branch of applied mathematics, which describes and analyzes the
problem of strategic interactions among multiple players who attempt to max-
imize their utility. Essentially, a game consists of 1) two or more players which
interact one another, 2) utility functions which each player wants to maximize or
minimize, and 3) action space from which players select their strategies. Then,
a normal form game is represented as follows:

Γ =< N,Ai, ui > (11)

where N = 1, 2, ..., |N |, is a set of players of the game. Ai and ui denote the
action set and the utility function of player i, respectively. The action space of
all available actions for all players is represented by A = × Ai

i∈N
, and ui : A → �,
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Algorithm 1. Game Algorithm with Constraints

Initialization, ∀i ∈ Bf

1: acti ← (RND(f), RND(p)) , acti ∈ F× P

2: titri ← 0, citri ← 0, cutili ← 0

Iteration, ∀i ∈ Bf

1: while titri < titrth and citri < citrth do
2: titri ← titri + 1, butili ← 0, bacti = (0, 0), creti ← 0
3: Gets the current network state: csti ← (f−i,p−i)
4: Waiting for a decision epoch
5: if DEC(|Bf |) �= success then
6: continue
7: else
8: for tacti ← (f, p), ∀(f, p) ∈ F× P do
9: if CONST (tacti, csti) = 1 then
10: continue
11: if CONST (tacti, csti) = 0 and creti = 0 then
12: creti ← 1
13: if UTIL(tacti, csti) > butili then
14: butili ← UTIL(tacti, csti), bacti ← tacti
15: if creti = 0 then
16: acti ← (RND(f), RND(p)) , acti ∈ F× P

17: continue
18: if cutili < butili then
19: citri ← 0, cutili ← butili, cacti ← bacti
20: else
21: citri ← citri + 1
22: acti ← bacti

where×means Cartesian product and � is the set of real values. At each decision
epoch of a game referred to as a stage, the players who are involved in a game
attempt to maximize or minimize their utilities according to decision and order.
In this work, we consider a best response policy as a decision rule. At each stage,
player i determines an action bi ∈ Ai such that ui(bi, a−i) > ui(ai, a−i), while
other players continue to implement the same actions. Here, ai ∈ Ai is an action
of player i, and a−i ∈ ×Aj

j �=i,j∈N

is an action vector of all the players except player i.

In addition, we assume that the order of decision is randomly determined before
the game converges.

When a normal form game is conducted repeatedly, players determine actions
that improve their utility functions at each stage. As the players adapt their ac-
tions, the game might reach a certain point where no players can increase their
utilities without changing other players’ actions. This point is called a Nash equi-
librium, which is an action profile from which no player can improve its utility
value by unilateral deviations, and an actual convergence point of a game. An ac-
tion profile a ∈ A is a NE if and only if ui(a) ≥ ui(bi, a−i) ∀i ∈ N, a ∈ A, bi ∈
Ai, a−i ∈ ×Aj

j �=i,j∈N

. However, it should be noted that a Nash equilibrium does not
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guarantee a point which maximizes the sum capacity of all players. Even worse,
in general, a game does not always converge to a Nash equilibrium.

Fortunately, a special type of game, called potential game, is proven to con-
verge to a Nash equilibrium [13]. A potential game is a normal form game such
that any changes in the utility function of any player in the game due to a
unilateral deviation by the player is reflected in a potential function. In other
words, a player’s individual choice increasing its own utility increases the whole
network utility. Potential games with finite number of players and finite action
space have been proved to converge to a Nash equilibrium when they follow a
best (or better) response policy, and we also have an additional flexibility of the
decision order [13]. In detail, at each decision epoch, the number of players can
be more than one, and it is more desirable for the distributed operation.1

To resolve the convergence issue for the distributed decision structure, we can
model the problem as a potential game. In our game, the femto BSs are regarded
as players, and action space consists of discrete level of powers and frequency
channels. Every femto BS i, which is a player, takes actions, i.e., changes its
operating frequency channel fi and its transmit power level pi to maximize its
utility function. Based on our problem definition, all players have an identical
utility function of the mean sum downlink achievable rate:

U(f ,p) =
∑

i∈Bf

R̃i(fi, pi) (12)

where Bf is the index set of all the femto BSs in the game, and f and p are the
vectors representing all the BSs’ operating frequency channels and transmit power
levels, respectively. In order to maximize the utility function, each player i chooses
a best joint power-frequency action vector ai = (pi, fi) from action space Ai =
F×P where F and P are sets of frequency channels and power levels, respectively.

For the constraints, the SINR of macrocell user j which is associated with
macro BS i and located at lj within the outage area of the considered femtocell,
i.e., ηj , should be secured over ηth to ensure the link quality. It can be represented
as follows:

I(fi) :=
∑

k∈Bm(fi)

Ik(lj) +
∑

k∈Bf (fi)

Ik(lj), (13)

ηj(fi) =
gijP

N0 + I(fi)
(14)

where fi is the operating frequency channel of macro BS i, and I(fi) is the
interference from all the macro and femto BSs operating in fi. We assume that
the macro BS uses a fixed transmit power of P . In the viewpoint of the game,

1 The order of action and the action policy can be selected more freely within some
known policies. For instance, the potential game will converge where the order of
players’ actions is random (referred to as asynchronous order), and a player randomly
chooses its action if the action increases its utility compared with the current utility
(referred to as the random better response).
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Algorithm 2. The Proposed Operation of SON Scheme

Initialization procedure

1: for i← 1, i← i+ 1, i ≤ |Bf | do
2: Femto BS i:
3: Transmits the preamble with its maximum power
4: Other femto BSs:
5: 1) Measure the channel gain from femto BS i
6: 2) Send the results to the management server

Interaction procedure

1: Do the interaction for the game, e.g., Algorithm 1

the constraints due to the macrocell users limit the action space of a femto BS to
the feasible space. Then, the considered problem can be formulated as follows:

(f∗,p∗) = argmax
f ,p

U (f ,p) (15)

s.t. ηj(fi) > ηth ∀j ∈ Uout (16)

where Uout is the index set of macrocell users in the outage area of the considered
femtocell.

In this work, the order of players’ actions is assumed to be random. A player
is randomly chosen in a round, and the player chooses the action which makes its
utility maximized (referred to as best response policy). For the practical opera-
tion, we assume that there is a management server which is in charge of managing
and exchanging the data, clustering SON groups, and supervising the SON op-
eration for each group. Such a management server will be practically mandatory
and can make the proposed scheme more applicable and practical. Summarily,
the proposed game algorithm is explained in Algorithm 1. First, all the femto BSs
initialize their action randomly, and prepare for the game by initializing their al-
gorithm parameters. When the game starts, each femto BS increases its total it-
eration counter, titri, get the current network state, csti, by measurement, and
waits for the decision epoch. At the decision epoch, each femto decides whether it
should make a decision at this time by the decision order represented asDEC(−).
Each femto BS which decides to make a decision choose its action considering its
macrocell user constraints, where CONST (−) is the function to check whether
the selected temporal action, tacti, satisfies all the macrocell user constraints. In
addition, UTIL(−) is the function to calculate the utility. Next, if no action satis-
fies the constraints, i.e., creti = 0, the femto BS selects random action and waits
for the next decision epoch. Otherwise, the femto BS checks whether its conver-
gence utility, cutili, should be updated compared with the temporal best utility,
butili. Then, it also waits for the next decision epoch.

5 Operation of the Proposed SON Scheme

For a distributed and practical operation of the proposed SON scheme, the
operational procedure needs to be considered, and there mainly arise three issues;
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1) the common utility function, U(f ,p) in Eq. (12), should be shared among the
femto BSs, 2) the decision results, i.e., f and p, should be delivered to all the
femto BSs, and 3) the macrocell users’ feedback, η, should be reflected to the
femto BSs’ decision. For the first and second issues, we need to focus on U in
Eq. (12) which is a function of γ̃ in Eq. (9). Then, in order to build U , each femto
BS should have all g and p values of other BSs in Eqs. (8) and (9). Basically, g
in Eq. (9) is a given value for each femto BS. However, g’s in Eq. (8) should be
measured before being exchanged.

The proposed SON scheme can be divided into two procedures, i.e., initializa-
tion and interaction proceduresAlgorithm 2. During the initialization procedure,
the femto BSs measure the channel gain values among them, i.e., g’s in Eq. (8).
In a round robin manner, each femto BS transmits its preamble with a maxi-
mum power and other femto BSs measure the channel gain from the femto BS.
Such a measurement procedure repeats until all the channel gain information
is measured. Based on the exchanged information, the required objective and
constraints for the game can be generated. Next, during the interaction proce-
dure, the femto BSs conduct the proposed game as described in Algorithm 1.
The decision results of other femto BSs can be measured during the game, and
then no more backhaul communication is required during the game.

The proposed SON operation could be completely applied for the periodic
operation shown in Fig. 1. However, for the initial and event-based operation, it
might not be proper since it is a burden to repeat the measurement procedure, for
instance, whenever a new femto BS enters the network. Then, the corresponding
femto BS, e.g., the newly entered femto BS, only selects its frequency channel
and power lever without any interaction with other femto BSs. For instance,
the femto BS can select the frequency channel which is most idle and set the
transmit power level to a given value. Such femto BSs will join the next periodic
SON operation, and interact with other femto BSs to optimize the network.

For the third issue, i.e., the macrocell users’ feedback, the femto BSs need to
cooperate with the macro BSs and macrocell users. For the operation, we assume
that the femto BSs can have the scheduling information, e.g., a scheduling map
of IEEE 802.16e, of the macro BS. Based on the scheduling information, the
femto BSs can find the macrocell users in the outage area around their service
coverage by detecting the uplink transmission of the macrocell users. Since we
cannot directly find the macrocell users from the downlink transmission, such an
uplink detection is one of the feasible and reasonable ways to find the macrocell
users near a femto BS.

Based on such operations, the femto BS can obtain the channel gain between
the femto BS itself and the macrocell users which are identified. The femto
BSs use the channel gain information as the constraints to the macrocell users
described in Eq. (16) when the femto BSs conducts the SON operation. Basically,
the proposed SON scheme can work based on the described operation. However,
as explained in Section 4, the performance of the proposed game is not optimal,
and it can be improved.
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Algorithm 3. Tabu Game Algorithm

Initialization, ∀i ∈ Bf

1: Ti ← ∅, acti ← (RND(f), RND(p)) , acti ∈ F× P

2: titri ← 0, citri ← 0, cutili ← 0, cacti ← (0, 0)

Iteration, ∀i ∈ Bf

1: while titri < titrth and citri < citrth do
2: titri ← titri + 1, butili ← 0, bacti = (0, 0), creti ← 0
3: Gets the current network state: csti ← (f−i,p−i)
4: Waiting for a decision epoch
5: if DEC(|Bf |) �= success then
6: continue
7: else
8: for tacti ← (f, p), ∀(f, p) ∈ F× P do
9: if CONST (tacti, csti) = 1 then
10: continue
11: if CONST (tacti, csti) = 0 and creti = 0 then
12: creti ← 1
13: if UTIL(tacti, csti) > butili then
14: butili ← UTIL(tacti, csti), bacti ← tacti
15: if creti = 0 then
16: acti ← (RND(f), RND(p)) , acti ∈ F× P

17: continue
18: tcnti ← 0
19: while CTABU(f ,p−i) = 1 and tcnti < tcntth do
20: acti ← (RND(f), RND(p)) , acti ∈ F× P

21: tcnti ← tcnti + 1
22: if cutili < butili then
23: citri ← 0, cutili ← butili, cacti ← bacti
24: else
25: citri ← citri + 1
26: acti ← bacti
27: ATABU(Ti, f ,p−i)

6 Tabu Search Extended Game Algorithm

Even though the proposed game algorithm in Section 4 converges to a Nash
equilibrium, it does not guarantee a global optimality, since the problem in con-
sideration is non-convex and NP-hard due to the non-linearity of the power
control and the combinatorial property of the channel selection. Frankly speak-
ing, even if we consider only the DFS problem, the problem is NP-hard where
no algorithm can give the global optimal solution in polynomial time. Then, in
computer science, metaheuristic is developed in order to improve the solutions
of such combinatorial and/or non-linear problems [15]. In general, many meta-
heuristic algorithms mainly are based on the random processes in order to escape
local optima even though such a randomness might deteriorates the objective
values of the problem in consideration temporarily. They try to improve the
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Table 1. System parameters for the simulation

Pmax 20 dBm Pmin −3 dBm

Power levels 10 Num. of freq. ch. 3

Size of open area 200 x 200 m2 N0 −95 dBm

Building size 50 x 50 m2 Penetration loss 12 dB

PmacroBS 43 dBm Interf. threshold 1 dB

solutions by iteratively solving the problem with manipulated solution spaces.
However, such metaheuristic algorithms also cannot guarantee a global optimal-
ity, but they only give better solutions compared with local search algorithms.
In this work, in order to attempt to achieve a global optimality, we enhance the
proposed game algorithm by using a Tabu search, which is one of well-known
metaheuristic algorithms [16].

In the viewpoint of an algorithm structure, a metaheuristic algorithm is an ex-
tended local search algorithm, which allows to choose a random solution under
somegiven conditions.Especially, aTabu searchalgorithmuses anadditionalmem-
ory referred to as a Tabu list which stores previously visited solutions and helps the
algorithmfind new solutions by preventing it from reselecting the stored solutions.
The usage of a memory enables an effective search compared with the algorithms
which heavily depends on a random process without a memory. In this work, the
proposed game algorithm is considered a distributed local search algorithm, and
its performance can be improved by using a Tabu search algorithm. Theoretically,
the extension is simple, and it only changes the searching procedure.

The Tabu search integrated with a game has an effect that expands the search-
ing space so as to leverage player’s opportunity to reach the region where the op-
timal point lies over the Nash equilibrium points. The main point of the extension
is considering the distributed property of the proposed game algorithm. In other
words, a Tabu list also needs to be distributed, and then each femto BS has its
own Tabu list and automatically updates its Tabu list. Note that, for a distributed
Tabu list, the important issue is what should be elements of the Tabu list. In this
work, we consider a vector which is composed of the decision maker’s operating
frequency channel and the interference environment. For instance, the Tabu list
for femto BS i can be defined as Ti, and an element for Ti is defined as follows:

(f ,p−i) (17)

The reason why its transmit power level is not included in the vector is that the
decision will be identical under the same decision rule when the femto BS meets
the same interference environment. In addition, for such a case, it is more efficient
to perturb the interference environment if the femto BS chooses a frequency
channel among other frequency channels to find a new search space.

Algorithm 3 presents the proposed Tabu game. Basically, the operation pro-
cedure is almost same as Algorithm 1 since it is based on it. The difference from
the original game is that the action set of a player is limited by its Tabu list, and
the player can only choose its action which is not included in its Tabu list. For a
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(a) One random femto BS
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(b) Two random femto BSs
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(c) Three random femto
BSs
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(d) Six random femto BSs
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(e) Nine random femto BSs
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Fig. 5. The proposed schemes are compared with other schemes with different numbers
of the installed femto BSs.

Tabu game, all players additionally initialize their Tabu list in the initialization
procedure, and starts an iteration procedure. During the iteration procedure, for
instance, femto BS i additionally check its Tabu list by CTABU(−) in order to
decide its action. Then, if the selected action is in its Tabu list, Ti, femto BS i
randomly selects an action. At the end of the decision procedure, femto BS i adds
the element in Ti by using ATABU(−) to avoid the reselection of the action, and
wait for the next decision epoch. Finally, a Tabu game algorithm remembers the
best solution, and decides it as its final decision at the end of the iteration.

7 Performance Evaluation

In this section, we evaluate the proposed game and Tabu game algorithms. First,
we compare the performance of the proposed algorithms with others. In order
to show the pure performance gain of the proposed algorithms, the evaluation is
conducted without considering the constraints of the macrocell users. Second, the
proposed algorithm is evaluated in a more practical simulation environment to
estimate the expected performance for the real installation. For this simulation,
the simulation environment and the theoretical performance bound in [12] are
considered for comparison.

For the first simulation, we assume that femto BSs are deployed in a 200 m
square-shaped area. The transmit power of a femto BS is equally quantized
into ten levels ranging from −3 dBm to 20 dBm in a dB scale. Three orthog-
onal frequency channels are considered, and all the channel models follow the
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ITU-R M.1225 model [3]. Each femto BS adapts its transmit power and operat-
ing frequency channel by following the best response, and the order of decision
is randomly determined. The size of each femto BS’s Tabu list is assumed to
be unlimited, since the price of the memory is very cheap compared with the
past days. We assume that femto BSs are randomly located in the considered
area, and there is no macro BS and macrocell user. Based on such assumptions,
the performance of the proposed scheme could be purely compared with other
schemes. Those parameters are summarized in Table 1.

For the comparison, we consider the following algorithms:

1. Random frequency and power selection (Rand Act): Each femto BS
selects its transmit power and frequency channel randomly.

2. Random frequency selection (Rand Freq): Each femto BS selects its
frequency channel randomly with its maximum transmit power.

3. Sequential frequency selection (Seq Freq): Femto BSs sequentially se-
lect their frequency channel with their maximum transmit power. When they
select the power and frequency channel, they greedily try to maximize their
own utility function.

In Fig. 5, The results of the performance comparison are depicted based on the
CDF of the sum rate, i.e., the sum objective values of all the femto BSs when
they converge. In the figure, there are six subfigures according to the number of
femto BSs. When the number of femto BSs increases one to three, the number of
femto BSs is less than or equal to the number of the orthogonal frequency chan-
nels. Then, the performance increases as the number of femto BSs increases. For
the proposed algorithms, since all three femto BSs can orthogonally select one
of the frequency channels, the obtained performance linearly increase accord-
ing to the number of the frequency channels. For those cases, the performance
of the proposed game and Tabu game algorithms is identical. However, other
random algorithms cannot achieve the maximum performance since they do not
guarantee the orhogonal channel selection.

When the number of femto BSs is greater than three, the performance dose
not linearly increase since there is no more orthogonal frequency channel from
the fourth femto BS. Nevertheless, the performance can increase as the number
of femto BSs increases since the chance that more femto BSs are located in
the preferred locations increases. However, the performance will be saturated
eventually when the number of femto BSs is large enough. In these cases, the
Tabu game algorithm outperforms all other algorithms. One interesting result is
that the proposed game algorithm and the Seq Freq algorithm also give relatively
good performance. Such a tendency becomes clearer as the number of femto BSs
increases, especially for the Seq Freq algorithm. It means that as the number of
femto BSs increases, the performance could be reasonably improved only by a
proper frequency channel selection, even though high performance discrepancy
still exists from the proposed algorithms. The proposed Tabu game algorithm
always shows the best performance compared other algorithms, with a small
variance of the objective values. On the other hand, the CDF graphs of two



72 K. Han et al.

Fig. 6. Simulation environment for the second simulation

Fig. 7. Locations of femto BSs inside the building

random selection schemes are very similar and are widely spread, which are not
proper for the practical environment.

In Fig. 8, the proposed Tabu game algorithm is evaluated in the same simu-
lation environment of the referenced paper [12]. A conventional multi-cell hon-
eycomb structure is considered, and each macrocell is divided into three sectors
denoted by S0, S1, and S2 as shown in Fig. 6. The sector is labeled by Sx
(x = 0, 1, 2) and it uses the (x + 1)th frequency channel out of three available
channels. We assume that all macro BSs has 43 dBm transmit power. In this
simulation, the building is assumed to be located in the L#2 location where the
macrocell users are served via frequency channel 1 and 2. We assume that the
size of building is 50 x 50 m2, and the street width is 30 m where the street is
the same as the outage area in this work. Twelve femto BSs are located in the
three story building as shown in Fig. 7.

Assuming that both macrocell and femtocell networks are perfectly synchro-
nized, the femto BS plays as a downlink interferer to users in a macrocell net-
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Fig. 8. The CDF of SINR, when the building is located at L#2

work, and this is the major difference of the simulation environment compared
with the first simulation. Then, the femto BSs should satisfy the interference
constraints to the macrocell users near the building. The interference threshold
for the performance degradation of the macrocell users are assumed to be 1 dB.
The penetration loss is considered 12 dB, and the simulation parameters are also
summarized in Table 1.

In Fig. 8, four pairs of SINR CDF graphs are depicted for the cases without
femto BSs, with femto BSs configured by a Tabu game algorithm, with femto BSs
by a Rand Act algorithm, and with femto BSs configured optimally. As shown
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in Fig. 8(a), for the case when there is no femto BS in the building, the average
SINR is low compared with other cases. However, the average SINR increases
with the deployment of the femto BSs, and the Tabu game algorithm almost
achieves the optimal performance. Interestingly, the Rand Act algorithm seems
to achieve high performance, however, it is not desirable since it dose not consider
the interference to the macrocell users. In Fig. 8(b), the CDF of outdoor SINR
are depicted, except the Rand Act algorithm case, all other algorithms meet the
interference threshold. As a conclusion, the Tabu game algorithm is expected to
achieve the high performance for the practical environment.

8 Conclusion

In this work, we consider a self-organizing femtocell network performing TPC
and DFS for the downlink of a femtocell network. First, the classification of the
femtocell network is considered, and we model the downlink of the femtocell
network in consideration. For the practical application of the self-organizing
femtocell network, we describe the proposed operational procedures. Basically,
we develop the self-organizing femtocell network based on a potential game which
guarantees the convergence, and we develop a distributed strategy of femto BSs
for adapting their air-parameters. Additionally, the global optimality issue is
also addressed by proposing a Tabu search game algorithm. Compared with
other expected self-organizing schemes, the evaluation shows that the proposed
algorithms achieve the higher gain in average and small variance. In addition,
based on the simulation results, the proposed game and Tabu game algorithms
are highly expected to be proper for the practical deployment.
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