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Abstract. We will demonstrate an intelligent Machine which is capable to 
choose within a small group of people (typically 3 people) the one it will 
interact with. Depending on people behavior, this person may change. The 
participants can thus compete to be chosen by the Machine. We use the Kinect 
sensor to capture both classical 2D video and depth map of the participants. 
Video-projection and audio feedback are provided to the participants.      

1 Social Feature Extraction 

The main feature which is extracted is the personal space of the participants. Social 
studies [1] showed that humans have different “ego-spaces”: the public space (from 
around 3.5 meters in green on Figure 1, left image), the social space where interaction 
is possible (from around 1.2 meters in blue on Figure 1, left image), the personal 
space for close interaction (from around 0.45 meters in yellow on Figure 1, left 
image) and the intimate space (in red on Figure 1, left image). Those measures vary of 
course depending on cultural and personal contexts. This space is extracted in 3D [2] 
by using OpenGL and a Microsoft Kinect sensor (Figure 1, right image).  

 

Fig. 1. Right: ego-spaces, Left: 3D extraction of intimate space (red cylinder) and personal 
space (blue sphere)  



250 J. Leroy et al. 

The real-time 3D extraction of the inter-personal distances (Figure 2: example with 
two participants), along with the height of the people and their position and velocity 
provides a set of both dynamic and static, low-level and mid-level features.  

 

Fig. 2. Two participants’ real-time interaction and extraction of social cues 

2 Find the Most Interesting People  

Those features are than sent to an attention algorithm which will compute feature’s 
relative contrast [3]. As only 3 people are taken into account here, the rarity approach 
of attention is not relevant, thus we use the global contrast from [3] only. If the 
features of a person compared with the others are contrasted enough, this person is 
potentially the most “worthy of interest” for the Machine which will give him the 
possibility to interact with it. In order to cope with several features in the same time, 
empirical weights are given and the person with the higher overall weighted contrast 
is selected.  

As a result, while two out of the three people are together, the one who is alone 
will be selected, if the three people have the same distances, the one in the middle will 
be selected. If one out of three is sitting on the ground, he will be selected, while if 
two persons are sitting on the ground, the one standing will be selected. Concerning 
dynamical features like the 3D speed, they highly attract the system when one person 
is different (faster, slower), but those dynamic features should be perpetuated by a 
static feature contrast in order to provide a stable selection of the person.  

3 User Feedback  

The video feedback which is a wall of HAL’s eyes (Figure 3) will change, and all the 
eyes will focus on the selected person. The idea of several identical objects focusing 
on a person comes from [4] where people are very excited in trying to be in the 
mirrors’ focus. The selected person will be able to create sounds by using simple 
gestures. This should push people to try to be different in order to be able to have this 
interaction. If another person performs an interesting behavior, the Machine will focus 
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some of the HAL eyes on this second person which is a sign that the interaction could 
change to the second person. If the first person does not act in order to increase his 
own interestingness within a given time, he will lose the selection and only the second 
person will be able to interact and create sounds. 

This set-up is of course interesting for its natural user selection in a multi-user 
scenario, but also because it let us observe the social behavior of the users while 
interacting with such a machine and the other users.   

 

Fig. 3. Left image: 3D structure of the HAL’s eyes, Right image: all the eyes focus on the 
person in front of the screen  

4 Requirements 

This demo requires a 6x6 meters space and electrical power. If possible, a video 
projector, a projection screen and a loudspeaker would be appreciated. Half a day 
should be enough to set up the demo. 
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