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Abstract. Despite the rapid advances in mobile technology, many con-
straints still prohibit smartphones to run resource-demanding applica-
tions in pervasive environments. Emerging cloud computing opens an
access to unlimited resources for mobile devices. However, the combina-
tion of both technologies to deliver sound mobile cloud applications and
services raises new challenges and requirements. Based on a scenario-
based requirement analysis and a comprehensive study on existing work
for augmenting mobile devices, we propose a XMPP-based mobile cloud
computing architecture employing module partitioning and adaptive of-
floading to nearby computing infrastructure. Research has also been
done in the underlying offloading mechanism based on context-aware
cost model. Further problems related to this approach are discussed as
well, including selection of most optimal offloading plan, application par-
titioning and issues with XMPP on mobile systems.

Keywords: mobile cloud computing, dynamic software architecture,
pervasive computing, augmented execution, XMPP.

1 Introduction

In recent years, smart mobile devices such as iPhones, Android-based smart-
phones, BlackBerrys, has become highly accessible. They have rich sensing func-
tionality and data exchange connectivity. The applications running on these
smart mobile devices seamlessly integrate with realtime data streams and Web
2.0 applications, such as mashups, open collaboration, social networking and
mobile commerce [23,14]. Despite the significant improvements of the mobile
hardware technologies, mobile devices will continue to be resource-poor, with
unstable connectivity, and with less energy. Users cannot expect that the mo-
bile execution platform supports the same functionality as their desktop’s or
notebook’s counterpart. Resource poverty is a major obstacle for many mobile
applications [19]. Therefore, computation capacities on mobile devices will com-
promise the applications.

On the other hand, cloud computing technologies have been emerging recently
as a solution to scalable on-demand computing and storage resources that can
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be accessed via networks. The conceptual model of cloud computing provides
a platform for services and applications with high elasticity. Elasticity means
that storage and computation resources are put into use according to actual
current requirements. These properties would benefit certainly resource-poor
mobile devices. The never ending strife for increasing mobile processing power
and more data, clouds can be the best possible solution to augment the mobile
execution platform.

However, mobile pervasive computing environments are characterized by se-
vere resource constraints and frequent changes in operating conditions, i.e. un-
stable connectivity, less energy, limited memory and processing power. The ex-
isting cloud computing methods available for desktop clients cannot be applied
directly. For example, the computation of current mobile applications happens
either mostly on the cloud side (e.g. Twitter) or on the device (e.g. a video
game). Such static partitioning of mobile applications does not provide optimal
user experience in different scenarios, since mobile devices come with differ-
ent capabilities. Furthermore, accessing distant clouds introduces more latency,
monetary costs and limited interactivity.

In this paper, we envision how to deploy mobile applications that are dynami-
cally partitioned between limited mobile devices and the cloud with “unlimited”
resources. Furthermore, to avoid the latency of accessing distant cloud centers
and improve the user experience for resource-demanding applications, we con-
sider the idea of cloudlets [19], a computing platform exposing its functionality
via wireless access to nearby mobile devices. Such a possibility opens the door-
ways to more powerful interactive mobile applications (see Fig. 1). Moreover, the
partitioned modularized applications are deployed on top of an XMPP-based
middleware which enables real-time, flexible, scalable and extensible software
architecture. XMPP acts as glue joining the heterogeneous parts of the system,
providing bi-directional XML streaming with rich publish/subscribe functional-
ity and presence detection.

In the rest of the paper, we elaborate more on the mobile cloud computing
augmentation for pervasive environments. Section 2 surveys briefly the related
work. Section 3 motivates this approach with scenarios, from which a set of
requirements is derived and explained how these requirements can be met with
cloud-related methods. In the Section 4, we propose a modular architecture and
describe the enabling technology. Furthermore, we underline the importance of
a context-ware cost model for dynamic mobile cloud applications. Finally, we
discuss some open issues in Section 5 and conclude the paper in Section 6.

2 Related Work

Over the last two decades, there have been several approaches developed on how
to augment capabilities of resource-constrainedmobile devices. These approaches
include software replication, application partitioning and modularization, pro-
cess and virtual machine (VM) migration. The previous efforts investigate how
to increase the processing power, how to increase data storage or memory [4,21],
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Fig. 1. Mobile devices accessing nearby connected cloudlet and large cloud data centers
via Internet

how to balance the performance or QoS with energy consumption, how to ensure
application mobility [5], how to secure [7,15] or personalize [20] nearby untrusted
computing environments. Our approach draws the best features of previous work,
trying to overcome some of their limitations.

The simplest way to augment weak devices such as mobile phones is the ap-
plication delivery based on the traditional client-server model [12]. However, the
client-server model does not consider the changing conditions in pervasive com-
puting environments, causing limited interactivity (thin clients, Web applica-
tions) or less portability (fat clients, native mobile applications) [24]. In Spectra
[6], programmers define execution plans that run several application partitioning
variants which deliver different quality of service. Although Coign [11] is a nice
example of automatic partitioning of DCOM applications without source code
modification, it outputs client-server applications again statically.

Gu et al. [10] demonstrate an adaptive offloading of certain code classes
based on the available resources, class memory footprint and class access fre-
quency. The MAUI system achieves the similar fine grained runtime code offload-
ing to the cloud infrastructure [3]. The primary goal of MAUI is to maximize
device battery life with code offload. Developers annotate while programming
which methods can be offloaded for remote execution. Since MAUI allows a fine
grained offloading mechanism on the level of single methods, the experimental
results from MAUI show that the separate method offloading can be contra-
productive, i.e. several methods should be combined to achieve benefits. Reller-
meyer et al. [16] consider the offloading on complete software modules. Similarly,
Zhang et al. [26,25] develop a reference framework for partitioning a single ap-
plication into elastic components with dynamic configuration of execution. The
components, called weblets, are platform independent and can be executed trans-
parently on different computing infrastructures. Our approach partitions
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applications on module level where developers express in the code the mobil-
ity of each individual module and its relations with other modules.

Besides code partitioning, the augmented execution can be further achieved
with a software replication. Chun and Maniatis [2] propose an architecture that
replicates the whole smartphone images and run the application code with few or
no modifications in powerful VM replicas. Such architecture, e.g., enables smooth
execution of computation and memory-hungry applications, such as virus scan-
ning or file system indexing, without blocking other applications. A similar ap-
proach to using virtual machine (VM) technologies executing the computation-
intensive software from mobile devices is presented by Satyanarayanan et al.
[19]. In this architecture, a mobile user exploits VMs to rapidly instantiate cus-
tomized service software on a nearby cloudlet and uses the service over WLAN.
Rather relying on a distant cloud, the cloudlets eliminate the long latency in-
troduced by wide-area networks for accessing the cloud resources. As a result,
the responsiveness and interactivity on the device are enhanced by low-latency,
one-hop, high-bandwidth wireless access to the cloudlet. A mobile device delivers
a small VMs overlay to the cloudlet infrastructure that already owns the base
VM. This approach enables the user to resume a complete personal computing
environment including own choices of operating system, applications, settings,
and data. We also consider offloading to a nearby computing infrastructure in
order to reduce the latency.

3 Scenarios and Requirements

For the purpose of test and evaluation, use case scenarios are designed to illus-
trate the special usage of the proposed mobile cloud computing framework. The
scenarios we consider require more resources than the conventional mobile de-
vices ca provide. We address the issues that may occur related to the scenarios,
which helps an in-depth requirement analysis of the framework design.

Scenario 1: Architectural modeling is important in architectural design to see
whether the design draft fits to the physical environment. In 1980s, the architect
had to build a glass pyramid of the same size in front of the Louvre in order to
persuade the Paris citizens to accept his design of the entrance to the national
museum. It is almost impossible for the most architects, especially architectural
students, to make such a costly experiment. The design models made of plastic
foams with a different scale still cannot exactly tell whether a building fits into
the real environment. Currently, advanced 3D scanner, 3D printer as well as 3D
modeling technologies are able to deploy an augmented model in the physical
environment [1]. With advanced cloud services, localization and projection of
the model onto the real environment could be realized.

Scenario 2: Virtual archeology deals with those tasks such as 3D reconstruc-
tion and context-aware augmented reality [22,9]. These technologies provide re-
searchers appropriate means to explain destroyed structures better or show the
original sight. In many cases, research or heritage conservation work is carried
out on site at a historical location. The widespread mobile devices help archaeol-
ogists during their on-site research. However they are usually expected to access
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large amounts of heterogeneous multimedia data and run resource-demanding
applications, which mobile devices cannot fully deliver. Archaeologists also need
to exchange messages and share data collaboratively with the team members.

Based on these and similar use case scenarios, it is obvious that mobile devices
like smart phones with an embedded camera and different sensors have great
potentials to assist researchers at field work. For example, researchers should
able to consume 3D objects from remote data repositories and see virtual objects
blended on the video stream from their mobile phone camera. They would be
able to see in the ruins virtual historic objects which have been moved to some
museums faraway for protection from the severe outdoor environments.

In the reality, problems and challenges are raised from many aspects. A heavy
equipment with enough powerful computers lowers the mobility and flexibility
of on-site researchers. A large storage capacity for prepared and on-site acquired
multimedia data is beyond a mobile device. The advanced 3D technologies can-
not be easily used on site, because they require more processing and storage
capacity than modern mobile device can provide. Light mobile devices are not
able to process that raw data immediately due. A trade-off between reduction
of technical infrastructure and provision of high computing capabilities should
be made to fulfill the required tasks. Flexibility and mobility feature the appli-
cations that need to realize the tasks described in the scenarios.

The tasks in the both scenarios can be well divided into several sub tasks.
They address requirements onto the functionality and features of a mobile cloud
computing platform as listed in Figure 2.

Fig. 2. Scenarios, requirement analysis and the mobile cloud computing solutions

The mobile cloud computing platform should provide a set of solutions to
support the communication, collaboration and offloading. The cultural heritage
and architecture domains address the scenarios which require an appropriate
mobile cloud computing framework.
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4 The XMPP-Based Mobile Cloud Middleware

The scenario-based requirement analysis shows that a XMPP based mobile cloud
computing solution is promising to meet some requirements simultaneously. A
cost model with clear definition and analysis of goals and constraints is the ef-
ficient approach to mobile cloud computing. We propose the mobile cloud com-
puting architecture with two crucial aspects: the standardization of XMPP as
cloudlet protocol and a context-aware cost model.

4.1 Context-Aware Cost Model

In order to dynamically shift the computation between mobile devices and cloud,
applications need to be split in loosely-coupled modules interacting with each
other. The modules are dynamically instantiated on and moved between mo-
bile devices and cloud. It depends on several metric parameters modeled in the
cost model as depicted in Figure 3. These parameters can include the module
execution time, resource consumption, battery level, monetary costs, security,
or network bandwidth. The main objective of the cost model is to help make
intelligent offloading decisions that fulfill the given goals under certain device
constraints based on several input parameters with the minimal overhead.

Several approaches to modeling the parameters have been proposed. Giurgiu
et al. [8] model the application modules as resource consumption graph, and try
to find a cut in the graph. Every bundle or module composing the application has
certain memory consumption, generated input and output traffic, and the code
size. The partitioning problem is to find an optimal cut in the graph under de-
vice constraints. Meanwhile, end-to-end interaction between phones and servers
should be minimized. Gu et al. [10] model the relation between Java classes
and use fuzzy logic for decision-making. Zhang et al. [25] use Näıve Bayesian
Learning classifiers to find the optimal execution configuration from all possible
configurations.

4.2 XMPP: The Glue for Mobile Cloud Services

An essential enabling technology in our approach is the Extensible Messaging
and Presence Protocol (XMPP) [18]. The XMPP protocol provides a pure XML
foundation for real-time messaging, opening up tremendous possibilities for more
advanced real-time applications. XMPP together with its extensions is a pow-
erful protocol for cloud services that demonstrate several advantages beyond
traditional HTTP-based Web services ( e.g. SOAP and REST):

– decentralized, open and flexible (extensible) communication protocol
– services being discoverable without the need of an external registry
– federation of services enabling easy weaving of cloud services together
– built-in presence functionality providing resource and availability discovery

at runtime. XMPP not only allows discovering of services out of the box,
but also supports determining their status and availability.
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Fig. 3. The cost model with parameters for elastic mobile pervasive cloud applications

– support for real-time data streaming in two directions. Asynchronous invo-
cation eliminates the need for ad-hoc solutions like polling

– interoperability with other protocols and programming language indepen-
dent

– event notifications
– remote procedure calls (e.g. SOAP over XMPP)
– multimedia session management

Many advantages over existing technologies make XMPP a highly interesting
candidate for next generation online services. HTTP was originally designed
to accommodate query and retrieval of web pages and does not aim to rather
complex communication. The intrinsically synchronous HTTP protocol is un-
suitable for time-consuming operations, like computation-demanding database
lookups or video processing.

An XMPP network can be seen as a complete XML-based routing framework
upon which a messaging middleware can be built. Hence, an XMPP-based mid-
dleware can be used to integrate different services into a distributed computing
environment. The application modules, external sensors and external services
are XMPP entities identified by unique JIDs. They exchange messages through
XML stanzas. However, a suitable mechanism to define the interconnections
between different entities is needed.
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4.3 Modular Architecture of the XMPP-Based Mobile Cloud
Middleware

To enable the new mobile cloud application model, the middleware should pro-
vide an infrastructure for seamless and transparent execution of elastic appli-
cations and offer convenient development support. Furthermore, future mobile
applications may utilize and synthesize capabilities from multiple clouds.

We adopt a concept similar to the cloudlets [19] and Slingshot [6] where the
computation is offloaded to a nearby more powerful computer called surrogate.
A cloudlet is a trusted, resource-rich computer or a cluster of computers that
is well connected to the Internet and is available to nearby mobile devices. For
example, we employ an access point (AP) with enough resources to run software
modules from connected mobile devices. In this way, the latency amongst can
be drastically reduced [19]. In contrast to [19] and [6], our approach does not
migrate complete virtual machines on the AP. Using VMs for each mobile user
connected to the cloudlet will make the cloudlet useless. Therefore, applications
coming form different mobile users should share the same cloudlet platform for
executing their software modules.

Our architecture relies on the possibility to split applications on loosely-
coupled modules that encapsulate a unit of functionality. The developers split
the application into loosely-coupled modules. Furthermore, they annotate the
modules that can be offloaded and executed remotely. The software development
tools determine the dependency between each module which helps further while
deciding about module remote execution. The module functionality is exposed
through service interface, so modules can easily be instantiated on the mobile de-
vice, on the nearby cloudlet, or on a distant cloud infrastructure. The offloading
control makes decisions based on a cost model for the optimal execution.

Figure 4 depicts the main architecture of our approach. The XMPP-based mo-
bile cloud middleware runs on mobile devices and cloudlet tier, and connects to
other traditional cloud services. The execution manager/validator is responsible
to instantiate, migrate and stop the application modules, based on the decisions
from the offloading control component. The offloading control component im-
plements the cost model and gives offloading decision for the movable modules
based on the sensed context input parameters and designated performance goals
. The messaging manager is responsible for synchronizing the different parts of
the application. The application itself is split in loosely-coupled modules which
can be executed locally on the mobile device or on a nearby cloudlet that hosts
the pervasive cloud middleware. There exist some parts of the application which
cannot be offloaded such as UI or accessing device hardware functionality. These
parts constitute the application core running on the mobile device. The applica-
tion metadata describes the dependencies and interconnection between modules,
and their functionality. The module offloading proxy bridges the module invo-
cations on separate tiers, so that the applications run as one logical entity.

To use XMPP as a communication protocol has several benefits. First, the
XMPP publish/subscribe functionality enables easy realtime integration of het-
erogeneous entities, e.g. modules, services, and sensor streams, which greatly
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Fig. 4. Modular architecture of the XMPP-based Mobile Cloud Middleware

extends the possibilities of the mobile pervasive cloud applications. This is im-
portant in our case since the modules are dynamically started or stopped on
different tiers. The XMPP presence awareness simplifies greatly the discovery
of new resources and their availability. Second, XMPP enables better interop-
erability since XMPP uses XML streams for communication. The XML-based
communication makes the protocol easily extendable, e.g., in multimedia ses-
sion management where the signaling is handled by XML messages and media
data is sent via other protocols such as Real-Time Transport Protocol (RTP)
[17]. Third, XMPP inherently supports bi-directional communication, provid-
ing means for collaborative applications. Fourth, the federation model of XMPP
enables interconnection with other servers, making the cloudlet a gateway to
external cloud services.

5 Discussion

Since the execution of application modules shifts dynamically between mobile
devices and cloud, the validity of execution results needs to be checked. The
underlying middleware needs to transfer the state of migrating modules and
related data. Moreover, requirements for real-time execution integration depend
on the application itself. For example, in the previous use scenarios the mobile
application would require fast updates from the rendering modules that run on
the cloudlet tier. In contrast, an collaborative data sharing between mobile users
on site would require more modest communication rate.
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Due to the nature of pervasive environments, selection of the most optimal
execution plan cannot be done deterministically. Continuous context sensing
followed by module, application and network monitoring can help making the
decision. It is resource-consuming for mobile devices to solve the optimization
problem within itself. Therefore, lightweight, fast and predictive decision algo-
rithms should be executed on the device. Alternatively, the optimization execu-
tion itself should be offloaded into the cloudlets.

XMPP is verbose by design, which may influence mobile communications neg-
atively. Although verbosity makes the protocol open and easy for debugging and
learning, it introduces also additional processing and communication overhead
to the weak mobile devices. That means additional battery and bandwidth con-
sumption for mobile devices. Using the stream compression extension for XMPP
can reduce the size of messages.

Our solution is mostly applicable to smart mobile devices with Internet con-
nectivity, with handheld form and a large, high quality graphics display, and
significant but limited computing power. We choose these platforms due to their
pervasive availability and large sensing capabilities. Their hardware improves
constantly, but will still be resource-poor. Therefore, the mobile cloud middle-
ware takes advantage of nearby computers, i.e. cloudlet, serving as a computation
and collaboration platform with lower latency. However, the middleware can be
extended easily to operate on the other cloud infrastructures. Furthermore, we
give developers the control to split the application instead of automatic parti-
tioning as introduced in [11].

6 Conclusions

Mobile cloud computing can augment the limited capabilities of mobile devices
via access to elastic cloud computing resources. Based on two scenarios in the
domains of cultural heritage and architecture, requirements on mobile cloud com-
puting are derived. Challenges and problems raise related to large-scale data sets,
limitations of mobile devices, required nearby equipment, and changing require-
ments of pervasive environments etc. Starting from the requirements, we pro-
pose a mobile cloud computing architecture to provide solution in the domains.
Mobile devices are regulated to offload resource-demanding applications onto
cloudlets in the pervasive environment aiming to lower the latency, and thus im-
prove user experience. Access to remote cloud services are also supported. The
XMPP protocol shows a promising component to meet the platform require-
ments. Moreover, a cost model is specified to model the factors that influence
the performance and cost of this mobile cloud computing model. This cost model
is still given at abstract level. Further plans of setting up this mobile cloud com-
puting platform will be carried out with our on-going research on the underlying
cost model. Additionally, our goal also is to enbable interoperability between the
cloudlet and our existing cloud infrastructure (cf. [13]).
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