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Abstract. We investigate the cross-layer control problem for utility
maximization in a multihop cognitive radio network. Specifically, we
consider a scenario where wireless links of a secondary multihop wire-
less network opportunistically exploit a frequency band for data delivery
when their neighboring primary users do not access it. We assume that
the busy/idle status of the underlying channel in view of any partic-
ular secondary wireless link follows a two-state Markov chain and this
information is only available at each secondary wireless link within one
time slot delay. We develop a joint flow control, routing and scheduling
algorithm that can achieve the total network utility arbitrarily close to
optimality. In addition, we show that the proposed algorithm can main-
tain stability of all network queues while keeping collision probabilities
with primary users below predetermined desirable values. To the best of
our knowledge, this paper is the first attempt to design optimal control
algorithms for multihop cognitive radio networks.

Keywords: Network control, routing, scheduling, utility and backlog
tradeoff, stability/throughput region, cognitive radio, multihop wireless
networks.

1 Introduction

Recent measurements have shown that spectrum utilization on many frequency
bands is very low [1]. This has motivated a great deal of research interests from
FCC, wireless industry as well as academia [2], [3], [4], [5], [6]. These research
interests are mostly driven by growing bandwidth demands of emerging broad-
band wireless applications. In general, wireless technologies that aim at improv-
ing spectrum utilization through efficient spectrum sharing/allocation techniques
are commonly referred to as cognitive radio technologies. In fact, the first stan-
dard that specifies physical, MAC and air interface for spectrum sharing in the
TV broadcast band has been under active development [4]. There have been
growing research activities on information theoretic, protocol and system engi-
neering issues of cognitive radio systems.

Although the cognitive radio can be very broad and abstract in concept [3],
research activities in this area mainly focus on developing efficient hierarchical
spectrum sharing techniques between primary and secondary users/networks
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[5], [16]. In particular, primary users usually have strictly higher priority than
secondary users in accessing one or several frequency bands. Here, there are two
important spectrum sharing paradigms between primary and secondary users,
namely spectrum underlay and spectrum overlay [5]. In the spectrum underlay
paradigm, secondary users are allowed to transmit simultaneously with primary
users on the same frequency band. However, transmission powers of secondary
users should be carefully controlled so that the total interference they create to
primary users must be smaller some allowable limit. The spectrum underlay can
be realized by CDMA or Ultra-wide bandwidth (UWB) radio access technologies
[7], [8]. In the spectrum overlay paradigm, secondary users can only access the
channels that are not being used by primary users [9]. Here, secondary users
have to detect or sense the presence of primary users by employing some form
of spectrum sensing [10], [11].

Several spectrum sharing protocols based on the spectrum overlay paradigm
have been proposed for both single-hop and multihop cognitive radio networks.
In particular, significant efforts have been made to develop efficient contention-
based medium access control (MAC) protocols for opportunistic spectrum access
[18]-[23]. These MAC protocols aim at incorporating spectrum sensing with spec-
trum sharing functionalities in an intelligent manner. There have been also some
recent works that proposed scheduling-based spectrum sharing solutions for mul-
tihop cognitive radio networks [17]. However, these spectrum sharing solutions
consider static network settings, which, therefore, do not consider the network
stability issue.

In this paper, we investigate the network control problem for a secondary
multihop cognitive radio network using spectrum overlay paradigm within the
stability framework proposed by Tassiulas and Ephremides [12]. There are sev-
eral research challenges in designing network control protocols for this research
problem. First, a secondary user can only access a channel if no primary users in
its neighborhood is using the channel. Therefore, new cognitive interference con-
straints need to be defined, which must capture the conflict relationship among
secondary users and between primary and secondary users. Second, secondary
users have to periodically sense the channel to detect the presence of primary
users, which will introduce several forms of imperfection, namely delayed and/or
erroneous spectrum sensing.

We will consider the scenario where spectrum sensing outcomes are available
to secondary users within one time slot delay. Due to this delayed spectrum
sensing, spectrum access of secondary users should be controlled to keep collision
rates with primary users to be within a tolerable limit. We investigate the utility
optimization problem for the secondary network and propose a cross-layer control
algorithm, which is proved to achieve optimal network utility. The considered
model captures conflict relationships between primary and secondary users as
well as imperfect aspects of spectrum sensing. The most similar work to ours
was published in [14]. However, this paper considered a special network setting
where primary and secondary users communicate with their access points. In
addition, delayed spectrum sensing was not explicitly considered in their paper.
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The remaining of this paper is organized as follows. System model is described
in section II. We propose optimal control algorithm in section III and analyze
its performance in section IV. Then, we conclude the paper in section V.

2 System Model

Consider a scenario where secondary users form a multihop wireless network,
in which they share a single frequency band with primary users for multihop
communications. We assume a hierarchical spectrum sharing model where a
secondary user can only transmit to its intended receiver when the channel is
not used by any primary users in its local neighborhood. In essence, this local
neighborhood determines the conflict relationship among primary and secondary
users. We model the secondary multihop wireless network as a network graph
G = (V, E) where V is the set of secondary nodes and E is the set of secondary
links. Assume that the cardinality of E is N . Also, suppose there are M primary
links in the network, which will be referred to as primary users in the following.

Idle Active ai 

1- ai 

bi 

1- bi 

Fig. 1. Two-state Markov chain to capture idle/active state of primary user

Consider a time slotted system where a secondary user can transmit one
packet/slot to its intended neighbor if there is no conflict transmissions from
other secondary links and primary users. We model the status of a particular pri-
mary user i as two-state Markov chain, which is illustrated in Fig. 1. This model
has been justified by several recent practical measurements [24]. We assume that
the statuses of different primary users are independent from one another. For the
secondary network, we assume that there are a set of traffic flows, each of which
corresponds to a source and destination node. We will allocate different buffers
at each secondary node to queue secondary traffic flows with the corresponding
destination (i.e., per destination queueing). Traffic with the same destination is
said to belong to the same commodity. It is assumed that arrival traffic waits
outside the network in overflow buffers for being admitted into the network by
flow controllers.

Now, we describe the conflict relationship of different transmissions in the
network. Let Ψi be the set of secondary links that can cause collision with pri-
mary user i if any of these secondary links and primary user i transmit at the
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same time. Let Πmn be the set of primary users, which are impacted by the
transmission of link (m, n), i.e., if i ∈ Πmn then (m, n) ∈ Ψi. In addition, there
is a finite number of feasible activation sets of secondary links, where secondary
links in each feasible activation set can be activated simultaneously. We denote
the set of feasible activation sets as Δ. In general, the set Δ is determined by
some underlying interference model. Examples of interference models are k-hop
interference model [26] and SINR interference model [25]. We denote a schedule
as an N -dimensional vector I whose element is equal to one if the corresponding
link is activated and equal to zero, otherwise.

Primary links Secondary links 

Source 
Destination 

Fig. 2. Multihop cognitive radio network

2.1 Sensing Model and System Constraints

We assume that each secondary link (m, n) will sense the active/idle status
of primary users in set Πmn in each time slot. Ideally, link (m, n) is only al-
lowed to transmit if all primary users in Πmn are idle in that time slot. We
assume that each secondary user performs sensing continuously without errors.
However, secondary users can only report the sensing results to the network
controller within one time slot delay, based on which control actions are deter-
mined. Due to delayed sensing, collisions between primary and secondary users
can occur. Specifically, this collision occurs when secondary links mis-detect the
presence of a conflict primary user, i.e., secondary links transmit when conflict
primary users are in active state. Let Xi(t) represent a collision variable, which
captures the collision event between primary user i and some secondary users in
Ψi. Specifically, we have

Xi(t) =

⎧
⎨

⎩

1 if there is a collision with primary
user i in slot t

0 otherwise.
(1)
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Let Xi be the time average collision rate experienced by primary user i. We have

Xi = lim
t→∞

1
t

t−1∑

τ=0

E {Xi(τ)} . (2)

To protect primary users, we require that the time average collision rate of
primary user i be smaller than some desired value δi, i.e.,

Xi ≤ δi, ∀i = 1, 2, · · · , M (3)

where δi is small number chosen in advance.

2.2 Queueing Dynamics and Problem Formulation

Let Si(t) denote the status of primary user i in time slot t where Si(t) = 1 if
primary user i is active in time slot t, and Si(t) = 0, otherwise. Let us define
the following quantity

ωmn(t) =
∏

i∈Πmn

(1 − Si(t)). (4)

Then, to avoid collisions with primary users, a particular secondary link (m, n)
should be silent in time slot t if ωmn(t) = 0. Let Q

(c)
n (t) be the backlog at

secondary node n for commodity c in time slot t. Also, let R
(c)
n (t) be the number

packets admitted into the network at secondary node n for commodity c in time
slot t. We assume the constantly backlogged scenario where there are always
enough packets to admit into the secondary network at all times. Let μ

(c)
l (t) be

the number of commodity c packets transmitted over secondary link l in time
slot t. For brevity, we sometimes use a single letter l to denote a wireless link.
The queue evolution can be written as

Q(c)
n (t + 1) = Q(c)

n (t) −
∑

l∈Ωout
n

μ
(c)
l (t)ωl(t) +

∑

l∈Ωin
n

μ
(c)
l (t)ωl(t) + R(c)

n (t) (5)

where Ωout
n and Ωin

n denote the set of outgoing and incoming links at node n,
respectively. The equation (5) can be interpreted as follows. The backlog for
commodity c at node n decreases by a value, which is equal to the number
of packets successfully transmitted over all outgoing links and increases by a
value, which is equal to the total number of admitted packets and successfully
transmitted packets over incoming links. In particular, transmission over link l
is only successful if ωl(t) = 1 (i.e., no collision with active primary users occurs).

Let R
(c)

n (t) be the time average rate of admitted traffic for commodity c at
node n up to time t, that is

R
(c)

n (t) � 1
t

t−1∑

τ=0

E
{

R(c)
n (τ)

}
. (6)
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The long-term time-average admitted rate for commodity c at node n is defined
as

R
(c)

n � lim
t→∞ R

(c)

n (t). (7)

Now, we recall the definitions of network stability and the maximum throughput
region (or throughput region for brevity) [12], which will be used in our analysis.
A queue for a particular commodity c at node n is called strongly stable if

lim sup
t→∞

1
t

t−1∑

τ=0

E
{
Q(c)

n (τ)
}

< ∞. (8)

In addition, the network is called strongly stable (or stable for simplicity) if
all individual queues in the network are stable. The maximum throughput re-
gion Λ contains the union of all traffic arrival/admitted rate vectors such that
there exists a network control algorithm to stabilize all individual queues in the
network.

Let U
(c)
n

(
R

(c)

n

)
be the utility achieved by admitting an average rate R

(c)

n for

commodity c at node n. We assume that utilities functions U
(c)
n (.) are concave,

increasing, and differentiable. We seek to optimize the total network utility sub-
ject to constraints on network throughput and collisions with primary users due
to delayed sensing performed by secondary links. Specifically, we are interested
in solving the following optimization problem

maximize
∑

n,c

U (c)
n

(
R

(c)

n

)
(9)

subject to
(
R

(c)

nc

)
∈ Λ (10)

Xi ≤ δi, ∀i = 1, 2, · · · , M (11)

where R
(c)

n is the time average admitted rate for commodity c at node n, and δi

are the desired collision rates. Constraints (11) ensure that long-term collision
rates with primary users are below desired levels.

2.3 Discussion of Formulated Problem

The optimization problem (9)-(11) is the network utility maximization (NUM)
problem, which seeks to achieve a fair resource sharing for different traffic flows.
Here, the desired fairness for radio resource sharing can be achieved by choos-
ing appropriate utility functions. One popular class of utility functions is the
α-fair utilities for which different fairness criteria can be achieved by changing
a parameter α [27]. Consideration of NUM under the stability framework of
Tassiulas and Ephremides [12] has been done in [13], [15]. Investigation of this
problem in the cognitive radio setting has been recently performed in [14]. How-
ever, this paper considers a simple setting with single-hop traffic flows. In the
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current paper, we extend this problem to the multihop setting, where we need
to design a joint flow control, routing, and scheduling algorithm. In addition, we
consider the realistic scenario where only delayed spectrum sensing information
is available at the network controller.

3 Optimal Control Algorithm

To solve the optimization problem (9)-(11), we employ the Lyapunov optimiza-
tion technique developed in [15]. In particular, to capture the collisions experi-
enced by primary user i, we define a virtual queue for each primary user i with
the following evolution

Zi(t + 1) = max [Zi(t) − δi, 0] + Xi(t). (12)

We call these queues as virtual queues because their values can be maintained
in software counters (i.e., no physical buffers are needed for implementation).
In addition, Zi(t) captures the “backlog” in the virtual queue with “arrival
processs” Xi(t) and constant service rate δi. Therefore, it can be shown that
if all virtual queues Zi(t) are stable then all collision requirements in (3) are
satisfied. This is because the average arrival rate should be smaller than the
service rate for a stable queue.

Specifically, an optimal control algorithm can be developed by minimizing
the Lyapuniv drift minus total utility for an appropriate Lyapunov function.
Now, let Θ(t) = (Q(t), Z(t), S(t − 1)) denote the system states. We describe
the optimal cognitive control algorithm in the following, whose performance is
analyzed in the next section.

Cross-Layer Cognitive Control Algorithm

– Flow Control: Each node n injects an amount of traffic of commodity c into
the network equal to r

(c)
n , which is the optimal solution of the following

optimization problem

maximize V
∑

n,c U
(c)
n (r(c)

n ) − 2
∑

n,c Q
(c)
n (t)r(c)

n

subject to r
(c)
n ≤ Rmax

n

(13)

where Rmax
n > 0 is a positive number, which controls the burstiness of the

admitted traffic and V is a control parameter.
– Routing and Scheduling: For each link (m, n), find the commodity satisfying

the following

c∗ = argmax
c

E {ωmn(t)|Θ(t)}
[
Q(c)

m (t) − Q(c)
n (t)

]
. (14)

The weight for link (m, n) is defined as

Wmn(t) � E {ωmn(t)|Θ(t)}
[
Q(c∗)

m (t) − Q(c∗)
n (t)

]

−
∑

i∈Πmn

Zi(t)E {Si(t)|Θ(t)} . (15)
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Using these weights, we find a feasible schedule I∗(t) as follows:

I∗(t) = argmax
I∈Δ

∑

(m,n)

ImnWmn(t) (16)

where recall that Δ denotes the set of all feasible schedules. For each sched-
uled link (m, n) in I∗, we transmit one packet of flow c∗ that satisfies (14).
After the scheduled transmissions occur, based on the feedbacks of the “col-
lisions outcomes” Xi(t) from the primary users, the control queues Zi(t) are
updated according to (12).

3.1 Discussion of Proposed Control Algorithm

The scheduling policy described in (16) has the max-weight structure similar to
that proposed by Tassiulas and Ephremides in [12]. However, the weight in (15)
is different from that in [12] to capture two important aspects of the current
model, i.e., the delayed channel sensing information and the potential collisions
with primary users. The modified differential backlog measure in (14) is the
scaled version of the traditional measure of [12]. Here, the scaling factors are
E {ωmn(t)|Θ(t)}, which capture the expected number of packets that can be
transmitted over link (m, n) given queue length and delay sensing information.

In addition, the link weight in (15) has the term
∑

i∈Πmn
Zi(t)E {Si(t)|Θ(t)},

which captures the collision measure with primary users due to secondary link
(m, n). In particular, secondary links with large

∑
i∈Πmn

Zi(t)E {Si(t)|Θ(t)} will
achieve small weights, which are therefore less likely to be scheduled. This weight
structure helps avoid excessive collisions with active primary users.

Note that given S(t − 1), we can easily calculate E {ωmn(t)|Θ(t)} and
E {Si(t)|Θ(t)} using the transition probabilities of the corresponding Markov
chains. Specifically, we have

E {ωmn(t)|Θ(t)} =
∏

i∈Πmn

(1 − Pr{Si(t) = 1|Si(t − 1)})

=
∏

i∈Πmn

Pr {Si(t) = 0|Si(t − 1)}

E {Si(t)|Θ(t)} = Pr {Si(t) = 1|Si(t − 1)} .

This is because Si(t) is independent of queue length Q(t) and X(t). The per-
formance of the proposed cross-layer control algorithm is stated in the following
theorem.

Theorem: Let R∗ be the optimal solution of the considered optimization prob-
lem. The proposed control algorithm achieves the following performance bounds:

lim inf
M→∞

∑

n,c

U (c)
n

(
R

(c)

n (M)
)
≥

∑

n,c

U (c)
n

(
R(c)∗

n

)
− B

V
(17)
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lim sup
M→∞

1
M

M−1∑

τ=0

∑

n,c

E
{
Q(c)

n (τ)
}
≤ B + V Gmax

2λmax
(18)

where B is a finite number, V is a control parameter of the control algorithm,
Gmax is maximum achievable utility, and λmax is the largest value such that
λmax ∈ Λ.

It can be observed that the control parameter V can be used to control the
utility and backlog tradeoff. Specifically, larger V leads to better achievable
utility with the penalty on the average backlog bound in the network.

3.2 Further Discussion and Possible Extension

The flow controller of the proposed control algorithm can be implemented in
a distributed manner by each source node. This is because to make the flow
control decision in each time slot, flow controllers only need to know the backlog
information of its own buffer for the corresponding commodity. In addition, the
link weight in (15) can also be calculated by each link using the updated “vir-
tual queue value” Zi(t) upon collecting collision outcomes Xi(t) from the conflict
primary users. However, the scheduling scheme in (16) requires centralized im-
plementation in general. This is because we need to find one feasible schedule
that achieves the maximum total weight among all possible feasible schedules in
each time slot.

Fortunately, there are several techniques available in the literature, which en-
able us to decentralize the scheduling operation [28], [29], [30]. In particular,
there is a tradeoff between performance and complexity in implementing these
decentralization techniques. Specifically, the PICK-COMPARE based schedul-
ing schemes [29], [30] can achieve very close to optimum throughput but requires
high communication complexity. Other greedy scheduling schemes such as the
one proposed in [28] have low complexity but only achieve a fraction of the
throughput region. Overall, it is feasible to apply any of these available schedul-
ing techniques instead of the max-weight scheme to our proposed cross-layer
control algorithm.

4 Performance Analysis

We analyze the performance of the proposed control algorithm and prove the
main theorem of the paper in this section. As mentioned above, the analysis
is based on the Lyapunov optimization technique proposed in [13], [15]. Now,
consider the following Lyapunov function

L(Q) �
∑

n,c

(
Q(c)

n (t)
)2

+
∑

i

(Zi(t))
2
. (19)

Consider the Lyapunov drift defined as follows:

Δ(t) � E {L(Q)(t + 1) − L(Q)(t)|Θ(t)} (20)
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where recall that Θ(t) = (Q(t), Z(t), S(t − 1)) denotes the system states. Using
the queue evolution equations in (5) and (12), we have

Δ(t) ≤ B + 2E

{
∑

i

Zi(t) (Xi(t) − δi) |Θ(t)

}

+ 2E

{
∑

n,c

Q(c)
n (t)R(c)

n (t)|Θ(t)

}

+2
∑

n,c

Q(c)
n (t)E

⎧
⎨

⎩
−

∑

l∈Ωout
n

μ
(c)
l (t)ωl(t) +

∑

l∈Ωin
n

μ
(c)
l (t)ωl(t)|Θ(t)

⎫
⎬

⎭
(21)

where B is a finite number. Now, we can bound the collision variable Xi(t) as
follows:

Xi(t) ≤
∑

c,(m,n)∈Ψi

μ(c)
m,n(t)Si(t). (22)

This is because collision with primary user i occurs if some conflict secondary
links in Ψi transmit while primary user i is in active state. Substitute this rela-
tionship into (21), we have

Δ(t) − V
∑

n,c

E
{

U (c)
n (R(c)

n (t))|Θ(t)
}
≤ B − 2

∑

i

δiZi(t)

+E

{

2
∑

n,c

Q(c)
n (t)R(c)

n (t) − V
∑

n,c

U (c)
n (R(c)

n (t))|Θ(t)

}

−2
∑

(m,n),c

E
{
μ(c)

mn(t)ωmn(t)|Θ(t)
}[

Q(c)
m (t) − Q(c)

n (t)
]

+2
∑

i

Zi(t)E

⎧
⎨

⎩
Si(t)

∑

(mn)∈Ψi,c

μ(c)
mn(t)|Θ(t)

⎫
⎬

⎭

= B − 2
∑

i

δiZi(t) − E

{

V
∑

n,c

U (c)
n (R(c)

n (t)) − 2
∑

n,c

Q(c)
n (t)R(c)

n (t)|Θ(t)

}

(23)

−2

⎡

⎣
∑

(m,n),c

E
{
μ(c)

m,n(t)ωmn(t)|Θ(t)
} [

Q(c)
m (t) − Q(c)

n (t)
]
(24)

−
∑

(m,n),c

E

{

μ(c)
m,n(t)

∑

i∈Πmn

Zi(t)Si(t)|Θ(t)

}⎤

⎦ .(25)

It can be observed that the proposed control algorithm minimizes the RHS of
the above inequality. Specifically, the flow controller minimizes the third term of
(23) and the routing/scheduling algorithm minimizes (24) and (25) in the RHS of
the above inequality. Now, to quantify the performance of the proposed control
algorithm, we need some more definitions. First, let us define the ε-stripped
throughput region as follows:
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Λε �
{(

r(c)
n

)
|
(
r(c)
n + ε

)
∈ Λ

}
(26)

where
(
r
(c)
n

)
denotes the vector of admitted rates for all commodities. Also, let

(R∗(c)
n (ε)) be the optimal solution of the following optimization problem

maximize
∑

c U
(c)
n

(
R

(c)
n

)
(27)

subject to
(
R

(c)
n

)
∈ Λε (28)

Xi ≤ δi, ∀i = 1, 2, · · · , M. (29)

We will quantify the performance of the considered control algorithms in
terms of (R∗(c)

n (ε)). Note that (R∗(c)
n (ε)) tends to the optimal solution (R∗(c)

n ) as
ε → 0 where (R∗(c)

n ) is the optimal solution of the optimization problem (27)-(29)
where Λε is replaced by Λ (i.e., the original throughput region). Because R

(c)∗
n (ε)

is inside the ε-stripped throughput region, there exists randomized stationary
scheduling and routing scheme to support this rate, i.e., we have

V
∑

n,c

U (c)
n (R(c)

n (t)) − 2
∑

n,c

Q(c)
n (t)R(c)

n (t)

≥ V
∑

n,c

U (c)
n (R(c)∗

n ) − 2
∑

n,c

Q(c)
n (t)R(c)∗

n (30)

E {Xi(t)|Θ(t)} ≤ δi (31)

∑

n,c

Q(c)
n (t)

⎡

⎣
∑

l∈Ωout
n

μ
(c)
l (t)ωl(t) −

∑

l∈Ωin
n

μ
(c)
l (t)ωl(t)

⎤

⎦ ≥
∑

n,c

Q(c)
n (t)

[
R(c)∗

n + ε
]
. (32)

Using the results of (30), (31), and (32) in (23)-(25), we can obtain the following

Δ(t) − V
∑

n,c

E
{

U (c)
n (R(c)

n (t))|Θ(t)
}
≤ B − 2ε

∑

n,c

Q(c)
n (t) − V

∑

n,c

U (c)
n (R(c)∗

n ). (33)

Taking the expectations over the distribution of Θ(t) and summing over t ∈
{1, 2, · · · , M}, we have

E {L(Q(M))} − E {L(Q(0))} − V
M−1∑

τ=0

∑

n,c

E
{

U (c)
n

(
R(c)

n (τ)
)}

≤ MB − V M
∑

n,c

U (c)
n

(
R(c)∗

n (ε)
)
− 2ε

M−1∑

τ=0

∑

c

E
{
Q(c)

n (τ)
}

. (34)

To prove the backlog bound, we arrange the inequality (34) appropriately and
divide both sides by M , we have

1
M

M−1∑

τ=0

∑

n,c

E
{

Q(c)
n (τ)

}
− E {L(Q(0))}

M
≤ B + V Gmax

2ε
. (35)
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Note that the above inequality holds for any 0 < ε ≤ λmax. Hence, by choosing
ε = λmax and taking the limit for M → ∞ in (35), we can obtain the backlog
bound. By arranging the terms of (34) appropriately and dividing both sides by
V M , we have

1
M

M−1∑

τ=0

∑

n,c

E
{
U (c)

n

(
R(c)

n (τ)
)}

≥
∑

n,c

U (c)
n

(
R(c)∗

n (ε)
)

−B + E {L(Q(0))} /M

V
+

2ε

V M

M−1∑

τ=0

∑

n,c

E
{
Q(c)

n (τ)
}

(36)

where we have used the fact that L(Q(M)) ≥ 0 to obtain (36). Using the Jensen’s
inequality and taking the limit M → ∞ in (36), we have

lim inf
M→∞

∑

c

U (c)
n

(
R

(c)

n (M)
)
≥

∑

n,c

U (c)
n

(
R(c)∗

n (ε)
)
− B

V
. (37)

Hence, we can obtain the utility bound by letting ε → 0. Therefore, we have
completed the proof for the main theorem of the paper.

5 Conclusion

We investigate the optimal control problem for utility maximization in multihop
cognitive radio networks in this paper. Specifically, we seek to maximize the
total utility achieved by different traffic flows of the secondary network subject
to network stability and collision constraints with primary users. We propose a
cross-layer control algorithm that is proved to achieve utility arbitrarily close to
optimality and derive the corresponding utility-backlog tradeoff.
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