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Abstract. Wideband spectrum sensing remains an open challenge for
cognitive radio networks due to the insufficient wideband sensing capa-
bility. This paper introduces the theory of Gaussian Markov Random
Field to estimate the un-sensed sub-channel status. We set up a mea-
surement system to capture the WiFi spectrum data. With the measure-
ment data, we verify that the proposed model of Temporal Conditional
Gaussian Random Field can efficient estimate the sub-channel status.
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1 Introduction

Cognitive radio (CR) [1][3] has been considered to be a promising technology
to tackle the problem of spectrum resource scarcity. As one of the most impor-
tant requirements for CR, perceiving the activities of primary users (PU) has
been widely studied [9]. However, in wideband CR networks, wideband spec-
trum sensing still remains an open challenge [2][6]. Due to the radio frequency
front-end hardware limitation, it is difficult to capture the change of spectrum
with a limited sensing time in a wide spectrum range, subject to the contami-
nation of noise. With limited wideband sampling capacity, [10] has proposed an
opportunistic spectrum sensing scheme, in which the authors offered an optimal
scheme to select sub-channels to sense.

Since the shared frequency band may have different division scheme for the
PU network and the CR network, two adjacent sub-channels in the CR net-
work may be affected by the same channel in the PU network. Fig. 1 illustrates
the different spectrum division schemes of PU network and CR network. It is
observed that, when the sub-channel 1 of the PU network is active, both sub-
channels 1 and 2 of the CR network cannot be utilized. Thus, the channel usage
statuses of sub-channel 1 and sub-channel 2 of the CR network are highly cor-
related since they are affected by the same PU sub-channel. However, the CR
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network typically has no priori knowledge of the sub-channel division scheme of
the PU network. In addition, from the temporal viewpoint, two adjacent sensing
periods may also have correlation. Based on the binary time series analysis, [8]
proposed a spectrum occupancy prediction algorithm where the subchannel oc-
cupancy status is modeled as time series and the model parameters are learned
from previous known subchannel occupancy status using the logistic regression
algorithm. However, it is assumed that the time series representing subchannel
occupancy status is stationary, which is a very strong assumption. Our measure-
ment data is verified not to satisfy this requirement. According to the correlation
existing among sub-channels and sensing periods, in this paper, we propose to
use the Temporal Conditional Gaussian Random Field (TCGRF) [4][7] to model
the wideband spectrum activity.
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Fig. 1. An illustration of different sub-channel division scheme between PU network
and CR network

As Fig. 2 illustrates, each pixel1 represents a channel in a certain sensing
period. Pixels within a certain neighborhood have correlation with each other.
These pixels can be considered as the realization of a Gaussian Markov random
field (GMRF). In each sensing period, not all the sub-channels are sensed. In
this paper, we propose a TCGRF model to depict the sub-channel usage status
within certain sensing periods. Based on the TCGRF model, a fraction of sub-
channel usage status in current sensing period can be predicted without actual
spectrum sensing.

The contribution of this paper is as follows. We propose a TCGRF model to
describe the sub-channel usage status, and provide the prediction of current sub-
channel usage which has not been assigned for spectrum sensing. Furthermore,
we set up a spectrum measurement to measure the spectrum activities in a WiFi
network. The TCGRF model based prediction is verified using the measurement
data.

The remainder of the paper is organized as follows. The system model is defined
in Section 2. The concept of GMRF is briefly introduced and the sub-channel usage
1 Here we use the terminology of image processing since the 2-dimensional spectrum

occupancy is similar to an image.
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Fig. 2. An illustration of different sub-channel division schemes of PU network and
CR network

status prediction based on TCGRF model is proposed in Section 3. We present the
WiFi data measurement setup in Section 4 and provide the simulation results in
Section 5. Conclusions and future works are provided in Section 6.

2 System Model

In this section, we introduce the system model for the wideband spectrum sens-
ing in CR network. We assume that the CR network has different sub-channel
division schemes from the PU network and the CR network does not have the
priori information about how the PU network divides the entire shared frequency
band. We assume that the CR network divides the shared spectrum into K sub-
channels. In sensing period j, we define a sub-channel sensing set χj , which
includes all the selected sub-channels to be sensed at sensing period j. For the
ith (i ∈ χj) sub-channel, the received signal is represented by ri,j(t). Applying
the energy detection to each sub-channel, we obtain the sub-channel energy yi,j

on the ith sub-channel at sensing period j, which is given by

yi,j =
∫
Tj

(ri,j(t))2dt, (1)

where Tj denotes the sensing interval of the jth sensing period. Thus, the sec-
ondary user carries out the binary hypotheses testing based on the sub-channel
energy yi,j . And we define an K × N spectrum usage indicator matrix, denoted
by X where its element xi,j , (i = 1, 2, ..., K j = 1, 2, ..., N) represents the pri-
mary users’ spectrum usage status on the ith sub-channel in the jth sensing
period. The binary hypotheses testing is denoted by

xi,j =

{
1, if yi,j ≥ τ ;
−1, if yi,j < τ .

, (2)
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Fig. 3. Two kinds of neighborhood of pixel xn

where τ is the energy detection threshold.
Therefore, the spectrum usage indicator matrix X can be considered as a

binary-value image and its element xi,j represents the pixel in this image. The
double index for each pixel xi,j can be transformed into a univariate index, which
is given by

(i, j) �→ n = i + (j − 1)K. (3)

Since we try to apply the GMRF, we define a neighborhood N n for element
xn. We define two types of neighborhoods in this paper, which is illustrated in
Fig. 3.

3 Gaussian Markov Random Field and Sub-channel
Status Prediction by TCGRF

In this section, we briefly introduce the GMRF [5], which has been widely used
in image processing, biologic information processing, etc. Then we will apply
TCGRF to predict the sub-channel status.

3.1 Gaussian Markov Random Field

A GMRF is defined as a random vector z = (z1, z2, ..., zn)T ∈ R
n, whose condi-

tional probability of each element zn satisfies Markov property, which is given
by

π(zn|z−n) = π(zn|zi ∈ Nn), (4)

where z−n represents the set of all the elements in z excluding zn. Furthermore,
the probability density function (pdf) of z is given by

π(z) = (2π)−
n
2 |Σ|−1/2 exp−1

2
(z − μ)T Σ−1(z − μ)

= (2π)−
n
2 |Q|1/2 exp−1

2
(z − μ)T Q(z− μ), (5)

where μ and Σ are the expected trend and the covariance matrix of the GMRF,
respectively. Due to the fact that zi and zj are conditionally independent for zi /∈
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Nj , Σ−1 has a sparse representation [5]. Thus Σ−1 is defined as precision matrix
Q for mathematical convenience. Furthermore, the elements of z is regarded as
a graph G = (V , E). Graph G depicts the neighborhood for each element zn,
each edge in the graph represents a pair elements in a neighborhood. And the
precision matrix Q has the following property:

Qi,j

{
�= 0, if i, j and zj is neighbor
= 0, if zi and zj isn’t neighbor

. (6)

In this paper, we adopt the neighborhood defined in Fig. 3; hence the precision
matrix Q is a sparse matrix.

3.2 Intrinsic GMRF

Given the precision matrix Q, we can attain the conditional distribution for some
elements in the GMRF z given the remaining elements, which is given by

X|Y ∼ N (μX − Q−1
X,XQX,Y (Y − μY ), Q−1

X,X), (7)

where X and Y represent the unknown elements and the known elements in
the GMRF, respectively. Meanwhile, QX,X and QX,Y represent the inverse of
the covariance matrix of ΣX,X and ΣX,Y , respectively. We apply the Cholesky
factorization of QX,X and attain the conditional expectation of X given Y, which
is given by

E(X |Y ) = μX − R−1
X,X((R−1

X,X)T QX,Y (Y − μY )), (8)

where
QX,X = RT

X,XRX,X . (9)

For attaining the construction of Q according to the known data, we introduce
the normal increment which is given by

zi − zj ∼ N (0, κ−1). (10)

According to the conditional independence provided by the graph G = (V , E),
we attain the intrinsic GMRF model, which is given by

π(z) ∝ κ(n−1)/2 exp(−κ

2

∑
i∼j

(zi − zj)2), (11)

where the element pair i ∼ j represents an edge in the graph. We define the
number of neighbors of zi as ni. The precision matrix Q has elements given by

Qi,j =

⎧⎪⎨
⎪⎩

κni, if i = j

−κ, if i ∼ j

0, otherwise.
(12)

Given the precision matrix Q, we can apply (8) to estimate the mean value
of the unknown data in the intrinsic GMRF.
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3.3 Temporal Conditional Gaussian Random Field

In the learning stage, we apply the neighborhood structure of (a) in Fig. 3.
Suppose that we assign N0 spectrum sensing periods for learning, which means
that we try to reconstruct an K × N0 spectrum usage indicator matrix. Due to
the limitation of the wideband spectrum sensing, we can obtain only a fraction
of the spectrum usage information within this N0 sensing period. We denote
the k0 known spectrum status vector by zk0 and the unknown spectrum status
vector by zk̃0. We define the sensing ratio as

ρ =
k0

K × N0
. (13)

According to (8), we attain the learning spectrum status matrix z0, which is
given by

z0 = zk0 + zk̃0. (14)

After we attain the learning spectrum status matrix z0, we further apply the
neighborhood structure (b) in Fig. 3 to estimate the sub-channel usage status
in (N0 + 1) sensing period. Implementing spectrum sensing on m sub-channels,
we attain K ×N0 +m known spectrum usage status. The unknown sub-channel
usage status zi, (i = 1, 2, ..., K − m) can be estimated by

zi = E(zi|z−i)

= − 1
Qii

∑
j:j∼i

Qijxj . (15)

Then, zi can be added to the known set of the sub-channel usage status to
estimate the unknown sub-channel status in next sensing period.

4 Measuring WiFi Spectrum

In this section, we will introduce our spectrum measurement for WiFi signal
which is considered as a PU. Fig. 4 shows the experiment setup. A photo of the
equipment is shown in Fig. 5. The measurement is carried out inside or outside
the Ferris Hall of the University of Tennessee.

Antenna

LNA

Agilent E4407B 
Spectrum 
Analyzer

GPIB-USB 
Interface

Laptop

Fig. 4. An illustration of the setup for measuring WiFi spectrum signal
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Fig. 5. A photo of the equipment for measuring the WiFi spectrum signal

The key instrument is the Agilent E4407B (9kHz to 26.5GHz). Through the
GPIB-USB cable, the laptop can control the spectrum measurement by setting
the configurations. The GPIB-USB communication bus is fast and instant. Hence
the spectrum activity data can be quickly updated from the spectrum analyzer to
the laptop. Also through the GPIB-USB, the spectrum measurement is handled
by Matlab, which provides convenience and flexibility for realtime operation and
online data storage.

The antenna in the measurement system is the Vivaldi wideband antenna. The
frequency range of the antenna is from 1GHz-4GHz with the return loss lower
than -10dB. The wideband antenna provides more flexibility for sensing different
bands than a narrow band one. Although the antenna is not omni-directional,
the testing environment is on campus where dense buildings, trees and other
objects make the far-field electrical-magnetic wave reflect and refract. Hence the
antenna has a capability to sense the spectrum activities from all directions.

Note that, in order to improve the sensitivity of the experiment, we add an
external LNA. Generally, modern complicated spectrum analyzer is able to sense
a very wide band spectrum. However, the wideband spectrum sensing incurs a lot
of thermal noise, which buries the weak signal. Therefore, we utilize an external
LNA close to the antenna to further lower the noise floor for sensing the weak
signal activity. The LNA has a 20dB gain with 1.7dB Noise Figure (NF). The
LNA can amplify the signal from 1GHz-3GHz.

Since we focus on the WiFi band, we set frequency measurement range from
2.4GHz to 2.5GHz, applying 1024 points sampling for each spectrum measure-
ment. Each sensing period is 20ms including spectrum measurement and data
recording.

After we attained the spectrum data, an energy detection threshold is set
to −65dBm and −70dBm for outdoor and indoor measurements, respectively.
We divide the whole spectrum measurement band into 16 equal bandwidth sub-
channels. Thus, if the energy of a sub-channel exceeds the threshold, we decide
that this sub-channel is currently occupied by primary users, which is represented
by a black strip in a time-frequency chart. If the energy of a sub-channel is
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Fig. 6. Time-frequency chart of WiFi spectrum measurement in an indoor environment
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Fig. 7. Time-frequency chart of WiFi spectrum measurement in an outdoor
environment

smaller than the threshold, we decide that this sub-channel is idle, represented
by a white strip. Fig. 6 illustrates one of the spectrum measurement in an indoor
environment and Fig. 7 illustrates the case in an outdoor environment.

5 Simulation Results

In this section, we demonstrate the performance of sub-channel usage status
prediction by comparing the true spectrum activity measured in the WiFi fre-
quency band. According to the neighborhood structure depicted in Fig. 3, we
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Fig. 8. Predicted time-frequency chart of WiFi spectrum usage status in an indoor
environment

set the sensing ratio ρ = 0.6 and apply the TCGRF algorithm to estimate the
status of the unsensed sub-channels. Fig. 8 and Fig. 9 demonstrate the estimated
time-frequency chart of the WiFi spectrum usage status in indoor and outdoor
environments, respectively.

It can be observed that the false alarm2 probability of an outdoor measure-
ment is higher than that of indoor environment. This may be due to the higher
background noise level of an outdoor environment.

Fig. 10 illustrates the prediction error rate along with the sensing period.
We apply an adaptive learning scheme, when the prediction error rate exceeds
0.02, we will implement the learning procedure according to the neighborhood
structure of Fig. 3 (a). The spikes in the graph denote the sensing period when
the prediction error exceeds 0.02; hence a learning procedure will be carried out,
and the prediction error will be controlled within the threshold again.

We introduce the receiver operating characteristic (ROC) curve to demon-
strate the detection performance of various spectrum occupancy prediction algo-
rithms. We compare the proposed TCGRF algorithm with the logistic regression
algorithm [8] and a traditional image filter algorithm. The logistic regression al-
gorithm assumes that the subchannel occupancy is a stationary time series and
the logistic regression model parameter can be learned from the previous sub-
channel occupancy status. However, in our practical spectrum measurements for

2 Here we define the false alarm as the event that the spectrum sensor claims that an
idle sub-channel is detected while the sub-channel is actually occupied by primary
users.
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Fig. 9. Predicted time-frequency chart of WiFi spectrum usage status in an outdoor
environment
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Fig. 10. Sub-channel status prediction error rate along with different sensing period

WiFi band, we found that it is difficult to meet this assumption. Consequently,
the subchannel occupancy prediction performance of logistic regression degrades
severely, which is illustrated in the following simulation results. Fig. 11 and Fig.
12 show the ROC curves of the indoor environment measurement and the out-
door environment, respectively.

The probability of false alarm is defined as the probability of the subchannel is
idle but report busy. And the probability of detection is defined as the probability
of the busy subchannels are successfully detected. It can observed that, in the low
false alarm area, TCGRF based spectrum detection performance is significantly
outperform the logistic algorithm and the image filter method. Under the same
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Fig. 11. ROC curve with various sensing ratios in an indoor environment
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Fig. 12. ROC curve with various sensing ratios in an outdoor environment

probability of false alarm and sensing ratio ρ, the TCGRF based method can
achieve substantially higher probability of detection. It is noticed that, when the
sensing rate ρ = 0.6, the probability of detection can is higher than 90% while
the probability of false alarm is only 0.1. This implies that the TCGRF algorithm
can offer an efficient sub-channel status prediction. The insight of the TCGRF
algorithm is that it utilizes the temporal correlation of the the sub-channel status
between two adjacent sensing periods.



Spectrum Prediction via TCGR Field Model 27

6 Conclusion

In this paper, we have used the theory of GMRF to predict the sub-channel
usage status when not all sub-channel statuses can be sensed due to the limited
wideband spectrum sensing capability. We have proposed a TCGRF model to
predict the statuses of the unsensed sub-channels. In addition, we have carried
out a measurement experiment over the WiFi band. The practical spectrum
activity measured in the WiFi band is used to verify the TCGRF model. By
applying the correlation between two adjacent sensing periods, the TCGRF al-
gorithm provides an efficient sub-channel status prediction method, which can
be used for channel selection in wideband spectrum sensing.
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