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Abstract. The progress of science and technology demands multimedia 
applications to be realized on embedded systems as it involves transfer of large 
amounts of data. Compared with standards such as MPEG-2, MPEG-4 Visual, 
H.264 can deliver better image quality at the same compressed bit rate or at a 
lower bit rate. The increase in compression efficiency and flexibility come at 
the expense of increase in complexity, which is a fact that must be overcome. 
Therefore, an efficient Co-design methodology is required, where the encoder 
software application is highly optimized and structured in a very modular and 
efficient manner, so as to allow its most complex and time consuming 
operations to be offloaded to dedicated hardware accelerators. This paper 
provides an overview of the features of H.264 and surveys the emerging studies 
related to new coding features of the standard. 

Keywords: H.264, Motion Estimation, Co-design, Hardware accelerators, 
Optimization.  

1 Introduction 

The H.264 Advanced Video Codec is an ITU standard for encoding and decoding 
video with a target coding efficiency twice that of H.263 and with comparable quality 
to H.262. MPEG-4 was launched to address a new generation of multimedia 
applications and services such as interactive TV, internet video etc. An increasing 
number of services and growing popularity of HDTV are creating much more need 
for higher coding efficiency. Another name for H.264 is MPEG-4 Advanced Video 
Coding (AVC) standard. Since the standard is the result of collaborative effort of the 
VCEG and MPEG standards Committees, it is informally referred to as Joint Video 
Team (JVT) standard as well [8]. Applications such as internet multimedia, wireless 
video, personal video recorders,video-on-demand and videoconferencing have an 
inexhaustible demand for much higher compression to enable best video quality as 
possible [27]. Ongoing applications range from High Definition Digital Video Disc 
(HD-DVD) or BluRay for living room entertainment with large screens to Digital 
Video Broadcasting for Handheld terminals (DVB-H) with small screens [13]. The 
H.264 standard is a new state of video coding standard that addresses aforementioned 
applications with higher compression than earlier standards. 
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It enables PAL 720 × 576 resolution video to be transmitted at 1Mbit/sec. 
According to the instruction profiling with HDTV1024P (2048 × 1024, 30fps) 
specification, H.264/AVC decoding process requires 83 Giga-Instructions Per Second 
(GIPS) computation and 70 Giga-Bytes Per Second (GBPS) memory access. As for 
H.264/AVC encoder, up to 3600 GIPS and 5570 GBPS are required for HDTV 720P 
(1280 × 720, 30fps) specification. The increasing video resolutions and the increasing 
demand for real-time encoding require the use of faster processors. However, power 
consumption should be kept to a minimum. Therefore, for real-time applications, 
accelerating by the dedicated hardware is a must. This paper provides an overview 
and summarizes emerging studies on the coding features of the H.264 standard. 

The paper is organized as follows: Section 2 presents an overview of the H.264 
standard. It provides details of coding structure of H.264. Following sections 
highlight some key technical features that enable improved operation of H.264 for 
broad variety of applications. Section 3 examines new algorithms for variable block 
size matching algorithm for the Motion Estimation. Section 4 provides information on 
different scanning methods and search patterns. Section 5 emphasizes co- design and 
co-simulation approaches. Section 6 elaborates the need for optimization and advance 
features. Finally, in Section 7 concluding remarks are made. 

2 Overview of the H.264 Standard 

Video compression efficiency achieved in H.264 standard is not a result of single 
feature but rather a combination of a number of encoding tools. Figure 1 depicts the 
structure of H.264/AVC video encoder [24]. The H.264/AVC encoder contains three 
steps: prediction, transformation/quantization and entropy encoding. In H.264/AVC, 
Macro block mode decision and Motion Estimation are the most computationally 
expensive processes. Mode decision is a process such that for each block-size, bit-rate 
and distortion are calculated by actually encoding and decoding the video. Therefore, 
the encoder can achieve the best Rate Distortion (RD) performance, at the expense of 
calculation complexity [27]. 

 

Fig. 1. H.264 Encoder Block Diagram (T-Transform Q-Quantization) 
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Motion Estimation 

An important coding tool of H.264 is the variable block size matching algorithm for 
the ME (Motion Estimation) [3,18] which is part of the prediction step. In H.264 
encoder, the frame is divided in 16 × 16 pixel macroblocks. The motion estimator has 
two inputs: a macroblock (MB) from the current frame and a 48 × 48 pixel search 
area (SA) from the previous frame. For each MB in the current frame, a search 
window is defined around a point in the reference frame. A distortion measure is 
defined to measure the similarity between the candidate MB and the current MB. A 
search is performed within the search window for the best matched candidate MB 
with maximum similarity. The displacement of the best matched MB from the current 
MB is the Motion Vector (MV). 

Transformation/Quantization 

In [26], H.264 uses three transforms depending on the type of residual data that is to 
be coded: Hadamard transform for the 4 × 4 array of luma DC coefficients in Intra-
16 × 16 mode, a Hadamard transform for the 2 × 2 array of chroma DC coefficients 
and a DCT-based integer transform for all other 4 × 4 blocks in the residual data. By 
using Integer transformation, inverse-transform mismatches are avoided. A 
quantization parameter (QP) is used in quantization process which can take 52 
different values on a macroblock basis. These values are arranged so that an increase 
of one in QP means an increase of quantization step size by approximately 12%. 
Rather than constant increment, the step sizes increase at a compounding rate. This 
feature is not present in prior standards and it is of great importance for compression 
efficiency. 

Entropy Encoding 

In H.264, two methods of entropy coding are supported. The first one is Context-
Adaptive Variable Length Coding (CAVLC) and the other one is Context-Adaptive 
Binary Arithmetic Coding (CABAC). In CAVLC,entropy coding performance is 
superior to the schemes using a single VLC table. CABAC improves the coding 
efficiency further (approximately 5–15% bit saving) by means of context modeling 
which is a process that adapts the probability model of arithmetic coding to the 
changing statistics within a video frame. It is observed from [28] that the encoding 
time is significantly shorter for CABAC (21s less with a bit-rate of 300 kbps and 43s 
less with a bit-rate of 1 Mbps) whereas the decoding time is reduced slightly with 
CAVLC (1.2s less with a bit-rate of 300 kbps and 1.5s less with a bit-rate of 1 Mbps). 
Concerning the visual quality, the average Y-PSNR is better with CABAC (1.3% 
better with a bit-rate of 300 kbps and 1.1% better with a bit-rate of 1Mbps). 

Inverse Transformation and Quantization 

Since residual data exhibits high spatial entropy, H.264 employs a lossy low-pass 
discrete cosine transform to develop a compact representation of the residual values. 
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H.264 also allows variable quantization of DCT coefficients to enhance coding 
density. In [29], the mapping of a two-dimensional inverse discrete cosine transform 
(2-D IDCT) onto a word-level reconfigurable Montium processor is described. It 
shows that the IDCT is mapped onto the Montium tile processor (TP) with reasonable 
effort and presents performance numbers in terms of energy consumption, speed and 
silicon costs. 

Intraprediction 

Video frames have a high amount of spatial similarity. Intraprediction use previously 
decoded, spatially-local macroblocks to predict the next macroblock and it works well 
for low-detail images [18]. 

Interprediction 

Video frames nearby in time have only small differences.It attempts to capitalize on 
this similarity by encoding macroblocks in the current frame using a reference to a 
macroblock in a previous frame and a vector representing the movement that 
macroblock took to a 1/4 pixel granularity. The decode uses an interpolation process 
known as motion compensation to generate the prediction value. Fractional motion 
vectors are interpolated from multiple previous macroblocks. 

Deblocking Filter 

Lossy compression is used to encode pixel blocks in H.264 and decoding errors 
appear most visibly at the block boundaries. To remove these visual artifacts, the 
H.264 CODEC incorporates a smoothing filter into its encoding loop. H.264 also 
incorporates fine-grained filter control to preserve these edges. With the filter, the 
blockiness is reduced, while the sharpness of the content is basically unchanged and 
the subjective quality is significantly improved. The filter reduces bit rate typically by 
5-10% compared to the non-filtered video. 

3 Motion Estimation Algorithms 

Variable Block Size (VBS) ME allows different MVs for different sub-blocks and can 
achieve better matching for all sub-blocks and higher coding efficiency than Fixed 
Block Size ME (FFBSME). It is especially useful for MBs containing multiple objects 
each with possibly different motion and it can also be useful for MBs with rotation 
and deformation. VBSME has good RD performance compared with FBSME, but it 
has huge computational requirement and irregular memory access making it hard for 
efficient hardware implementation. The H.264 in [19] allows a 16 × 16 MB to be 
partitioned into seven kinds of sub-blocks as shown in Figure 2. 



 Survey on H.264 Standard 401 

 

 

Fig. 2. Variable block size in H.264/AVC 

In [9], three key points are observed for deriving an efficient ME algorithm from 
optimization theory. 

1. The initial search point should be as close to optimal solution as possible. This goal 
can be achieved by exploiting the spatio-temporal correlation of MV fields. 

2. An efficient update process is necessary to limit the number of SPs or iterations 
within an acceptable extent. 

3. Multiple update paths induced by multiple initial points prevent local minimal 
trapping on multimodal error surface. 

In an Adaptive Crossed Quarter Polar Pattern Search algorithm [6], an H.264 
compatible median vector predictor (MVP) is generated for determining the initial 
search range. The direction of the pattern is adaptively selected with a shape of the 
quarter circle. The length (radius) of the search arm is adjusted to improve the search. 
Procedure of algorithm involves four steps: 

1. Get a predicted MV (MVP) for the current block.  
2. Find the direction of a search pattern, determine the pattern size “R", choose initial 

search point (SPs) along the quarter circle and extended predicted MV, together 
with the point of current block (0, 0) and MVP  

3. Check the initial SPs, and get an minimum matching error point (MME) which has 
the minimum sum of absolute differences (SAD).  

4. Refine the initial search by applying the unit-sized square pattern to that MME 
point and successive MME points iteratively, and find a final MV for the current 
block, corresponding to the final best matching point is identified.   

In Ultra Low-Complexity Fast VBSME fast VBSME algorithm in [31] is described as 
follows, which adopts the CDS search strategy, and the SAD is replace by the pixel 
decimated SAD (PDSAD). 

1. Cross-search: one cross search pattern with 9 search points is adopted. If the found 
minimum MV occurs in the cross center, this algorithm stops.  

2. Half diamond search: two extra search points which are the nearest to the current 
minimum are checked. If the found minimum is still located in the middle of the 
cross pattern, namely (±1, 0) or (0, ±1), the algorithm stop.  
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3. Large diamond search: the current minimum search point is used as the search 
center and the large diamond pattern with 9 search points is used to trace the 
motions. This step continues until the found minimum is located in the diamond 
center. 

4. Small diamond search: the minimum search point in previous step is used as the 
search center, and one small diamond pattern with 4 search points is then adopted 
to refine the search result. The final minimum is returned as the best MV. 

In [30], Multi-pass and frame parallel algorithms are proposed to accelerate various 
motion estimation (ME) tools in H.264 with the graphics processing unit (GPU), 
GeForce 7800 GT. Compared to implementations with CPU, about 6 times to 56 
times speed-up can be achieved for different ME algorithms.GPU is parallel 
architecture and it is able to efficiently process motion estimation. First an algorithm 
is proposed to map motion estimation (ME) on generic GPU to accelerate video 
encoding. Second, advanced motion estimation algorithms in H.264, such as quarter-
pel ME and multiple reference frame ME, are implemented. ME contains mainly two 
parts: integer ME (IME) and fractional ME. Runtime profiling of H.264 JM encoder 
reveals that IME consumes close to 60% of total encoder time and up to 90% when 
fractional ME is included. Thus efficient ME algorithms and hardware architectures 
for IME are needed. IME architecture in [2] shows high throughput and it’s a cost 
efficient VLSI architecture for integer full-search VBS-ME. In an efficient FME 
implementation, the trade-off among processing time, memory access data bus and 
hardware utilization should be balanced. According to [22], IME and FME must be 
computed in 1025 cycles which will affect the efficiency of the hardware 
implementation. IME is performed prior to FME in which integer pixel search tries to 
find the best matching integer position and the best integer pixel motion vectors (MV) 
are determined by using a performance cost metric. Then, FME performs a half-pixel 
refinement about the integer search positions and then a quarter-pixel one is 
performed around the best half-pixel positions. As a result, pipeline architecture is a 
must to implement IME and FME.The p264 platform [16] is a configurable software 
application derived from version JM14.0 of the H.264/AVC Reference Software 
Model that presents a highly modular and flexible structure where all the functional 
modules of the video encoder are implemented as independent and self-contained 
software modules. It allows replacing a software realization of any given function of 
the video encoder by a system call to a hardware accelerator implementing that same 
function whenever higher performance levels are required. Some algorithms perform 
best on fine-grain reconfigurable architectures whereas others perform better on 
coarse-grain reconfigurable or general purpose processing (GPP) tiles [25]. 

4 Scanning Methods 

Different scanning methods and search patterns are discussed in this section. In 
[3,4,12,31] different Search patterns full search (FS), 3 step search (3SS), 4-step 
search (4SS), diamond search (DS), cross-diamond search (CDS), and hexagon search 
(HEXBS) are discussed. In [4,31] 3SS yields better speedup when compared to FS, 
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DS ME algorithms, by taking a Leon3 uniprocessor video encoding system as the 
reference platform. The quality of fast ME algorithms have the following relations: 
DS ≈ CDS > 4SS > HEXBS. It is observed that the diamond pattern in DS and CDS is 
more accurate than the rectangle pattern in 4SS and the hexagon pattern in HEXBS. It 
is desirable to employ different search patterns, i.e, adaptive search patterns, for a 
variety of the estimated motion behaviors. An adaptive search patterns [6] is devised 
to detect the optimal or sub-optimal search points in the initial stage. The idea is to 
choose some initial search points (SPs) along the pattern to be checked in the initial 
search range. To reduce the number of initial SPs and keep the good probability of 
obtaining best matching point which has the minimum SAD, a fractional (quarter) 
polar search pattern is designed. The direction of search pattern is defined by the 
direction of a quarter circles which comes from the predicted motion vector (MV). 
Figure 3 displays the possible patterns adaptively that employ the directional 
information of a predicted MV to increase the possibility of acquiring the optimal 
minimum matching error (MME) point for refined search. The radius of a designed 
pattern, is defined as 

R Max{| PredMVy |, | PredMVx |}=   

where R is the radius of quarter circle and PredMVy, PredMVx the vertical and 
horizontal components of the predicted MV respectively. 

 

Fig. 3. Possible adaptive search patterns 

In Raster Scan, the search locations in the first row are scanned from left to right, 
followed by the second row from left to right, and so on. Raster Scan is effective in 
reusing data horizontally with relatively high data re-use ratio but with redundant 
loading. The data re-usability is improved slightly in some architecture by another 
scanning order called Snake Scan as shown in Fig. 4(a). Snake Scan processes the 
first row from left to right, then the second row from right to left, and then the third 
row from left to right, and so on. In both Raster Scan and Snake Scan, the data re-use 
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ratio and search window size is fixed. A novel scanning order called Smart Snake 
(SS) is proposed in [1] which can achieve variable data re-use ratios and minimum 
redundant data loading. Search window is divided into an array of non-overlapping 
rectangular sub-regions that span the search window which is shown in Fig. 4(b). In 
each rectangular sub-region, Snake Scan is performed to achieve significantly higher 
data re-use. After one sub-region is searched, it will move into an adjacent region and 
Snake Scan will be applied again. In different sub-regions, Snake Scan may be 
performed from top to bottom (L1), or from bottom to top (L2). It may start from left 
and end at right (L1, L2, L3), or start from right and end at left (L4, L5, L6). It may 
be horizontal (L1, L2) or vertical (L3, L4). “Horizontal" to mean the original Snake 
Scan which processes the search points row-by-row and “vertical" to mean column-
by-column Snake Scan. The width (or the height) of each sub-region is restricted to be 
less than or equal to a parameter M. 

  

Fig. 4. (a) Snake Scan, (b) Smart Snake Scanning order (SS) 

A new scan order for reference datas writing and reading is introduced in [2] to 
improve the efficiency of memory accessing and to obtain high data-reuse of the 
search area. The architecture of VBS-ME allows the real-time processing of 
1280 × 720 at 38 fps with FS-BMA in a search range [−32, +32] with 36k gate counts. 
Processing pipelining of 4 × 4 SAD Parallel processing and pipelining techniques are 
used to reduce the latency and increase the data utilization 

5 Co-design and Co-simulation Approaches 

The emphasizes of Co-Design is on the area of system specification, hardware 
software partitioning, architectural design, and the iteration in between the software 
and hardware as the design proceeds to next stage. The hardware and software co 
design makes it possible. A Multi Core H.264 video encoder is proposed in [4,5,23], 
by applying a novel hardware software co-design methodology which is suitable for 
implementing complexity video coding embedded systems. The hardware and the 
software components of the system are designed together to obtain the intended 
performance levels. At the hardware level, the designer must select the system CPU, 
hardware accelerators, peripheral devices, memory and the corresponding 
interconnection structure. The software component addresses the design of a program 
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to efficiently implement the application algorithms and to support the 
communications between all the system hardware components. The code is further 
optimized by taking into consideration the characteristics of the hardware components 
and by applying the most complex and efficient modes of the software compiler tools. 
In H.264 video decoder, different blocks can be partitioned into several stages. The 
implementation of each function under different partitions is shown in Table 1 and it 
is observed that architecture for partition 4 can achieve more than three times 
acceleration in performance. 

Table 1. Implementation of each function under different partitions 

 VLD IQ IT Intra Inter Reconst. DB 
Partition 1 SW SW SW HW HW SW SW  
Partition 2 SW SW SW HW HW HW SW  
Partition 3 HW HW HW HW HW HW SW  
Partition 4 SW HW HW HW HW HW HW  

 
Two co-design approaches were identified in [25]. The first co-design approach is 

shown in figure 5a, to develop both the software and hardware separately. 
Verification does not take place until the design is deployed to a specific hardware 
platform which leads to late detection of mistakes in the HW/SW partitioning and 
implementation. In the second approach, all subsystems are verified in one 
environment and it becomes a difficult task. One method is to represent all systems in 
one HDL, which can involve model degradation. The second method is to use a 
simulator that supports all different HDLs used and the third method is to use 
different simulators for each system and verify the integrated system using co-
simulation. Co-simulation is useful in HW/SW co-design [20,21]. The co-simulation 
design approach is depicted in figure 5b. Co-simulation can be done by either 
connecting two simulators known as direct coupling or by the use of a co-simulation 
backplane. The co-simulation allows for designing in much short iteration while 
verifying functional behaviour. 

Co-design is proposed in [14] as a chip named OR264 with mixed flexibility and it 
is partitioned that the hardware is used to boost the performance and efficiency of key 
operations. The chip is fabricated using hardware software architecture to combine 
performance and 0.1 8-ptm 6-layers metal CMOS process in UMC. It contains 1.5M 
transistors and 176k bits embedded SRAM and can operate at 100MHz. The die size 
of the processor is 4.8mm × 4.8mm and the critical path delay is 10ns. Results 
evidence the low hardware requirements and prove that real-time computation of 
MVs for QCIF video sequences with only one ME IP core is possible. Data Exchange 
Mechanism (DEM) controller is the only one master in the architecture used in the co 
design for H.264 Video Decoder [7] and the other hardware accelerators are all 
slaves. DEM controller dominates all the I/O access of the hardware accelerators and 
on the other hand, it will also dispatch the data and the parameters passed by the 
processor to the corresponding hardware accelerators. As a result, users can add or 
delete hardware accelerators easily since there is no data dependency among hardware 
accelerators. 
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Fig. 5. Co-design approaches (a) Traditional Approach (b) Co-simulation approach 

6 Optimization and Other Features 

Mismatch measures such as sum of absolute difference (SAD), sum of squared 
difference (SSD) and sum of absolute transformed difference (SATD) are available 
and in which SAD is most common due to its simplicity and effectiveness [1]. Most 
existing hardware ME architectures are based on SAD. In the JM version 15.1 of the 
H.264 reference software, the ME chooses the best mode by using a Lagrangian mode 
decision to compute an estimation of the bits required to code MVs. For each 
subblock of a MB, Langrangian cost (J) defined as  

J SAD MVcost(MVcur MVpred)l= + -   

where MVcost represents the number of bits required to code the difference of current 
MV (MVcur) and motion prediction (MVpred) and  λ is the Langrangian multiplier. 
An alternative measure is called rate-distortion (RD) cost function which is given by  

RDCost D ·Rl= +   

where D is the distortion such as SSD, SATD, or SAD, R is the associated bit rate and 
λ is the Lagrangian multiplier. Recent ME algorithms tend to use RD cost due to its 
superior performance. RDOMFS circuit with a small search range can achieve better 
RD performance with low power consumption than FS-SAD. It is hard to design 
efficient hardware for RD for at least two reasons. First, RD computation requires 
floating point operation for the multiplication of and R which is time and resource 
consuming. If this is to be relieved by using lookup tables, it would require huge chip 
area for the lookup tables. Second, the data flow in the computation of MVmedian is 
irregular and requires a large amount of on-chip memory to store the required past 
MVs. As a result of microarchitectural change, the deblocking filter implementation 
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in [8] decreases area dramatically from 2.74 mm2 to 0.69 mm2. Optimized deblocking 
filter yields 12% increase in throughput of the entire design, and thereby reducing the 
design critical path by 35%. The 4:1 Haar lter based pixel decimation is adopted to 
reduce matching costs. In FFSBM proposed in [19], filter reduces bit rate typically by 
5–10% compared to the non-filtered video. 

In [3,15], it was observed that results obtained with the implementation of a 
multicore SoC of an H.264/AVC video encoder in a Virtex4 FPGA demonstrated that 
speedups greater than 15 can be obtained for the ME task and over 3 for the global 
encoding operation. Huge reduction in the computation time of the ME operation and 
transfer times for the pixel data (MB and SA) and for the ME results (MVs) are 
negligible and it’s about 0% of the total encoding time. An efficient quarter pel ME 
hardware [17] is designed for portable applications together with half pel ME This 
architecture is implemented in VHDL and it was found that code works at 60MHZ in 
a Xilinx Virtex II FPGA. The performance results [25] shows that FPGA 
implementation shows a speed-up of 43.6 whereas the Montium implementation 
shows a speedup of 21.5, both compared to a software-only implementation. The 
speedup values validate the adopted methodology and hardware software design 
partitioning. 

Adaptivity in search patterns [12], will greatly reduce the dynamic complexities of 
motion estimation and real time encoding of 1280 × 720 video can be processed at 30 
fps. Reconfigurable architecture for Standards MPEG2, MPEG4, H.263 and H.264 
[10] requires more power and silicon area to achieve flexibility Configurable 
architecture adopting a DEM [7] controller to fit the best tradeoff between 
performance and cost when realizing H.264 video decoder for different applications. 
The FPGA implementation can process 34 VGA frames (640 × 480) per second. It 
reduces the amount of computation and thereby reducing power consumption. In [24], 
Montium target platform consists of an ARM946E-S and a Xilinx Virtex XC2V8000 
FPGA containing the Montium TP. The clock frequency is 100 MHz, both for the 
ARM and the Montium. The number of clock cycles needed to process a macroblock 
is always the same. There are two important observations underlying the main idea of 
the algorithm of [31] in which the first is direct pixel decimation is not suitable for 
H.264/AVC because of the small Sub-block sizes. Second is by adopting low-pass lter 
based pixel decimation, the original SAD operation can be reduced to 25%, reduce the 
computation to about 0.2% of FFS, average PSNR loss and bit rate increase are 
0.12dB and 2.81%, respectively and still maintaining robust image quality. The 
ACQPPS architecture [6] can yield better performance in terms of average PSNR of 
−0.05dB, +0.34dB and +0.11dB. 

It is observed that under the CBR mode, encoding time using CABAC is superior 
over CAVLC, whereas the degradation in decoding time is insignificant [28]. The 
most striking results in the context of VBR, Rate Distortion Optimization (RDO) 
provides better visual quality but the encoded video is bigger in size and the time 
needed for encoding is longer. RDO is well suited for broadcasting of prerecorded 
high quality videos but should be avoided for low delay applications. Testing RDO 
under CBR is a good means to determine if the improvements in terms of visual 
quality remain when the sizes of the encoded videos are the same. A second 
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experiment has been carried out to test the performances of RDO under CBR. CBR 
and RDO can be considered as complementary tools. If the bit-rate is fixed and the 
QP values are determined by the rate-control algorithm, RDO simply determines the 
best prediction mode. Particle swarm optimization algorithm (PSO) is presented for 
multi fusion images in which size of the blocktype regions are optimized. 
Experiments are conducted on both artificial and natural multi focus images and 
results show that PSO based method outperforms Laplacian pyramid transform, 
Discrete Wavelet Transform and Genetic algorithm in terms of quantitative and visual 
evaluations [26]. 

VLSI architecture for FME with processing capacity for 1080HD real-time video 
streams with three different pipelined processors a high throughput and low area cost , 
which can generate the residual image and the best MVs to be encoded. In [12], better 
area/throughput is achieved by exactly choosing the Processing Element Array size to 
reduce the Gate Count and the bandwidth lower bound and upper bound for FS, 3SS, 
and HS is calculated. To give an accurate comparison, the Gate Count vs Throughput 
ratio (GCTR) is defined as  

GCTR Gate Count / Throughput (Gate Count)*Cycle per MB= =   

and it is found that lower GCTR indicates higher hardware efficiency. With the 
advent of 3G, Optimization of H.264 codec and improvement of mobile system will 
have significant improvement [11]. 

7 Conclusion 

H.264/AVC represents a major step in the development of video coding standards in 
terms of both coding efficiency enhancement and flexibility for effective use over a 
broad variety of network types and application. Co-Design approaches can be used to 
explore Motion estimation algorithms to yield better timing and speed optimization by 
using particle swarm optimization, simulated annealing and other methods. Co-
Simulation tools to be used for further enhancing speed and reducing power 
consumption. Fine grain partitioning may be done for every modules of video codec 
to reduce the area. Development of the encoder conforming to the standard is still 
considered to be a challenging issue, particularly for real-time applications. The future 
design methodologies and associated tools must provide both modular refinement and 
high-level synthesis. 
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