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Abstract. Tissue characterization with the help of ultrasound images has 
remained an unsolvable problem to clinicians till date. Many techniques have 
been suggested to solve this issue. Yet a complete solution has not been arrived 
at so far. This paper gives a new technique which would indeed lead to the 
formulation of a robust method for characterizing tissues from ultrasound 
images. Any given image is processed using what we call as rank filters which 
would detect textures in four different directions. Various spatial features of 
these textures such as corners, curves, dots and lines are detected independently 
using the spectral domain pattern recognizing capabilities of Rajan Transform, 
which is a homomorphic transform developed on the lines of Hadamard 
Transform. The histogram analysis of these features would finally lead to 
spectral characterization of tissue textures. Clinicians would be able to resolve 
then the problem of tissue characterization. 
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1 Introduction 

Ultrasound imaging [1],[2],[3]  can be performed by emitting a pulse, which is 
partially reflected from a boundary between two tissue structures, and partly 
transmitted. The reflection depends on the , difference  between the  impedance of the 
two tissues. Basic imaging by ultrasound does merely use the amplitude information 
in the reflected signal. One pulse is emitted, the reflected signal, however, is sampled 
somewhat continuously. As the velocity of sound in tissue is almost invariant, the 
time between the emission of a pulse and the reception of a reflected signal is 
dependent on the distance; that is, the depth of the reflecting structure. Different 
structures will reflect with different amount of the emitted energy. Thus the reflected 
signal from different depths will have variant amplitudes. The time before a new 
pulse is sent out depends on the maximum desired depth that is desired to image. This 
works more or less on the principles of a radar. Also, the apparent density of the 
tissue on the ultrasound image depends on the fiber direction. For example, a part of 
the heart where the fibers run mainly in a direction across the ultrasound beams will 
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appear much denser. Variations in amplitude do not necessarily mean differences in 
density, but may also mean variations in reflectivity due to variation in the incident 
and reflected angles. Thus, integrated   backscattering   can be used for analysis of 
cyclicity, but it is not much useful for tissue characterization. 

Tissue characterization [4], [5] ,[6]could be carried out using texture analysis[5][6] 
of the tissues from the acquired image. Spectral characterization [7],[8],[9],[10] of the 
textures would finally lead to tissue characterization. This paper introduces a novel 
technique of ‘Spectral Characterization of Rank Filters Based Directional Textures of 
Ultrasound Images[11],[12] ,[13] Using Rajan Transform[14]. 

Let us briefly review the basics of Rajan Transform and then proceed to study as to 
how to use this transform for pattern recognition. 

1.1 Rajan Transform 

Rajan Transform (RT) is a fast transform which is a variant of Hadamard 
Transform (HT) structurally similar to the Decimation-In-Frequency Fast Fourier 
Transform algorithm. RT is applicable to any arbitrary number sequence of length of 
power of 2. The two basic operations involved in this fast transform are (i) addition 
and (ii) difference. Given a number sequence x(n) of length a power of 2, first it is 
divided into the first half and the second half each consisting of (N/2) points so that 
the following hold good. 

g(i) = x(i) + x(i + (N / 2)); 0 ≤ j ≤ N/2 ; 0 ≤ i ≤ N/2  

h(i) = |x(i) – x(i – (N / 2))|; 0 ≤ j ≤ N/2 ; N/2 ≤ i ≤ N 
 

Now each (N/2)–point segment is further divided into two halves each consisting of 
(N/4) points so that the following hold good.   

g1(k) = g(j) + g(j + (N / 4)); 0 ≤ k ≤ N/4 ; 0 ≤ j ≤ N/4 

g2(k) = |g(j) - g(j - (N/4))|; 0 ≤ k ≤ N/4 ; N/4 ≤ j ≤ N/2 

                         h1(k) = h(j) + h(j + (N/4));0 ≤ k ≤ N/4; 0 ≤ j ≤ N/4 

                      h2(k) = |h(j) - h(j - (N/4))|;0 ≤ k ≤ N/4 ; N/4 ≤ j ≤ N/2 

 

This process is continued till no more division is possible. The total number of 
stages thus turns out to be log2N .Let us denote the sum and difference operators 
respectively as + and ~. If x(n) is a number sequence of length N = 2k; K>0, then its 
Rajan Transform is denoted as X(k).  X (k) is also called ‘Rajan Spectrum’. The 
signal flow graph of RT for an 8-point sequence is shown below.  

The forward transform can be obtained by operating the input sequence using a 
matrix called R matrix, recursively by dividing input sequence as well as by 
partitioning the R matrix in the following manner. 
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Fig. 1. Signal flow diagram of RT for a 8- point sequence 

 

X is the column matrix having input sequence of length N.  IN/2  is the identity matrix 
of size N/2, that is, half the size of the input sequence matrix XNx1.  Basic identity 
matrix I1 = 1; and ek is the encryption function with k as encryption value which is 
defined as. 

     ek = ( -1 )K       Such that 

                         k = 1; for x( i+N/2 )≤x( i );  0≤i≤N/2. 

                                                           k =  0; otherwise. 

And x(i) is the ith element of matrix XNx1.  Now divide the matrix XNx1 into two 
column matrices, namely. A00 and A01 of size N/2 and treating these matrices as two 
input sequences, compute the two new A10 and A11 matrices by using the operator 
RN/2 for both sequences.   Note the size of the R matrices used is one half of the 
original RN matrix.  Continue the above procedure iteratively till the size of the sub 
matrices is reduced to two.  So, we have N=2n-p, for pth iteration stage, p=1,2,…,n.  
All the encryption binary values,  that k values thus generated during the process of 
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computation per iteration are to be associated with the final spectrum, to recover the 
original sequence through inverse transformation technique.  Note that this closed 
form expression precisely defines the algorithms stated in the beginning of this 
section. 

1.2 Inverse Rajan Transform 

Now, in order to work with sequences containing negative sample values, we proceed 
as usual in the case of forward transform.  But, the inverse transform is calculated just 
by adding a constant value N(2M-1)  to the CPI value of the spectrum.  M is the bit 
length required to represent the maximum quantization level of the samples and N is 
the length of the sequence. This constant factor k=(2M-1) is chosen such that all the 
maximum possible negative values of the sequence x(n) are level shifted to 0 or 
above.  This DC shift is required, because we hide the sign of the negative values that 
are generated while computing the forward RT.  As mentioned earlier, RT induces an 
isomorphism between the domain set consisting of the Inverse, Cyclic, Dyadic and 
Dual class permutations of a sequence on to a range set consisting of sequences of the 
form X(k)E(r) where X(k) denotes the permutation invariant  RT and  E(r) an 
encryption code corresponding to an element in the domain set.  This map is a one-to-
one and on-to correspondence and an inverse map also exists.   Thus RT is viewed as 
a transform.  Now we provide a technique for obtaining the inverse of  Rajan 
Transform. 

Inverse Rajan Transform  is a recursive algorithm and it transforms a RT code 
X(k)E(r) of length N(1+m)  where N=2m and  m  is the number of stages of 
computation, into one of its original sequences belonging to its permutation class 
depending on the encryption code E(r).  The computation of IRT is carried out in the 
following manner.  First the input sequence is divided into segments each consisting 
of two points so that either  

 

g(2j+1) = (X(2k) + X(2k+1))/2  

g(2j) =  max(X(2k), X(2k+1)) –g(2j+1)  

if E1(2r)=0 and E1(2r+1) = 0; 0≤j≤N; 0≤k≤N; 0≤r≤N  

or  

g(2j) = (X(2k) + X(2k+1))/2  

g(2j+1) = max(X(2k), X(2k+1)-g(2j) 

 
 

                if E1(2r) = 1 or E1(2r+1) = 1;      0≤j≤N; 0≤k≤N; 0≤r≤N  
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The resulting sequence is divided into segments each consisting of four points.  
Each 4-point segment is synthesized as per the above procedure.  The resulting 
sequence is further divided into segments each consisting of eight points and the same 
procedure is carried out.  This process is continued till no more division is possible. 

Consider X(k)=39,5,13,9,13,1,7,5.  The inverse x(n) is obtained from the given 
X(k)E(r) as shown is Fig 3.2.1.1 The symbols ‘^’, ‘>’ and ‘~’ respectively denote the 
operators average of two, maximum of two and difference of two.  Note that IRT will 
work only in the presence of encryption sequence E(r) and for every member of the 
permutation class there would be a unique encryption sequence. Study of the class of 
encryption sequences corresponding input sequences itself is a field of active 
research.  As already out lined that RT hides negative signs and so it is important to 
add N(2M-1) to X(0) in order to get back the original sequence. 

 

 

Fig. 2. Signal flow diagram of IRT of a spectral sequence 

Let XNx1 be the column matrix of the RT coefficients of length N, and the associated 
encryption values generated per iteration are orderly arranged in the form of column 
matrices E1,E2, ….,En+1, of length N/2,  Where n=log2N. For N=8, we have E1 and E2, 
two encryption matrices of size 4X1 with binary encryption values as elements. Here 
XNX1 is the RT coefficient matrix.  RNX1 is the intermediate matrix.  ANx1is matrix with 
the elements positioned in their appropriate positions using the encryption matrix  Er  
corresponding to the current iteration.  Er  is the matrix obtained by element wise 
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complementing the Er  matrix, where r=n-1,n-2,….,1.  Since we trace back the forward 
algorithm, we start initially with N=2p , where p=1, 2, 3,…,n.  Hence, we use initially the 
encryption matrix that is generated at the last stage of forward RT computation and 
further use the remaining matrices in the reverse order for IRT computation.  Each 
encryption matrix is to be partitioned as per the requirement. 

 

The closed form expression shown as equation above represents the Inverse Rajan 
Transform. For example, let us consider a sequence x(n) which has a maximum sample 
value of 15.  The RT of this sequence is X(k).  No one can assume the value of M to be 4 
so that the maximum negative sample value in sequence is -15. Addition of +15 to each 
sample value in a 8-point input sequence x(n) will lead to the sequence,   

x1(k)=x(0)+15,x(1)+15, ….,x(7)+15  

Which is level shifted to 0 and above. Now the spectrum of this level shifted sequence 
x1(n) would be 

X1(k)=X1(0),X1(1), ….,X1(7),  

where  X1(0) = X(0)+120, X1(1)=X(1), ….,X1(7) = X(7). 
 

One can use RT for developing various pattern recognition algorithms like (i) corner 
detection, (ii) curves detection, (iii) dots detection and (iv) lines detection [15],[16]. 
In addition, algorithms for classifying textures and for computing volume fraction are 
also provided in the sequel with suitable example images.  

2 RT Based Pattern Recognition Algorithms 

2.1 Corners Detection 

Please On every move of the 3X3 window, the RT spectral sequence, say, X(0), X(1), 
X(2), X(3), X(4), X(5), X(6), and X(7) corresponding to the sequence of the 
numbered cell values is checked for the following:  
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(i) Corners due to pairs of lines subtending an angle of 45° or its integral multiples: 
 

1. The number of RT elements that are less than T must be 4. 
2. RT elements X[0], X[2], X[4], X[6] must be greater than T.  
 

(ii) Corners due to pairs of lines subtending 90° or its integral multiples: 
 

1) The number of RT elements that are less than T must be 4. 
2) RT elements X[0], X[1], X[4],X[5] must be greater than T. 
 

The above procedure is repeated till the entire image is scanned. The overall effect is 
that the resulting image would consist only of corner points. 
 

                 
(a)                                                        (b ) 

Fig. 3. (a) sample pattern of the image (b) corner detection of the sample pattern of the image 

2.2 Lines Detection 

On every move of the 3X3 window, the RT of each boundary values sequence is 
checked for the following conditions: (a) the number of RT elements that are less than 
T must be 4. (b) The first four RT elements including the CPI should be greater than 
T. In such a case, the central pixel has to be a midpoint of a line and so is chosen. 

The overall effect is that the resulting image would consist only of straight lines.  

2.3 Curves Detection  

A curve is not a straight line. Hence, the algorithm for detecting curves advocates the 
invalidity of the conditions for detecting lines. 
 

                   
                           (a)                                                          (b) 

Fig. 4. (a) Lines detected from the sample pattern of the image (b) Corners detected from the 
sample pattern of the image  
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2.4 Dot Detection 

Dots are isolated points. If most of the RT elements are below the average value then 
the central pixel value is treated as an isolated point. 

3 Textures Classification 

The term ‘texture’ refers to ‘repeated patterns’ in an image [17], [18]. Many 
applications do require detection of textures in a given image [19], [20]. One can 
choose four different algorithms Rank1, Rank2, Rank3 and Rank4to detect textures 
present in an image in four different directions like North-South, East-West, North 
West-South East and North East-South West. 

 
 

(a)

(b) (c) 

(d) (e) 

Fig. 5. (a) Example image (b) Rank 1 texturized image  (c) Rank 2 texturized image  (d) Rank 3 
texturized image  (e)  Rank 4 texturized image 

The given image is scanned by a 3X3 window. Each of the image values x(0), x(1), 
x(2), x(3), x(4), x(5), x(6), x(7)is compared with the central image pixel value. If x(i) : 
0 ≤ i ≤7 is less than or equal to the central pixel value, then x(i) is replaced by 0, 
otherwise by a 1. This yields a binary word of length 8. The decimal equivalent of this 
word is stored as the central image pixel value. The entire image is scanned in this 
manner and thus the resulting image would turn out to be the textured image. 
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The algorithm for texturizing  an image remains same for all four cases with the 
exception that Rank 1 algorithm uses the sequence x(0), x(1), x(2), x(3), x(4), x(5), 
x(6), x(7);Rank 2 algorithm uses the sequence x(1), x(2), x(3), x(4), x(5), x(6), x(7), 
x(0) ; Rank 3 algorithm uses the sequence x(2), x(3), x(4), x(5), x(6), x(7), x(0), x(1) 
and Rank 4 algorithm uses the sequence x(3), x(4), x(5), x(6), x(7), x(0), x(1), x(2). 
The original ultra scanned image of a human artery and all the four textured versions 
of the image using Rank1, Rank2, Rank3 and Rank4 algorithms are given in the right 
column. Textures in a specific orientation need not be the same as those in another 
orientation. Refer to the images shown in Fig.5 to verify this fact. 

Now the Rajan Transform is used to de detect various features of textures. The 
various features such as corners, curves, dots and lines are detected and their negative 
images are shown in Fig.6, Fig  7 , Fig 8 and Fig.9. 

 

(a) (b) 

(c) (d) 

Fig. 6. (a) Detected corner feature of the texture using rank1 filter (b) Detected corner feature 
of the texture using rank2  filter (c) Detected corner feature of the texture using rank3 filter (b) 
Detected corner feature of the texture using rank4  filter 

(a) (b) 

(c) (d) 

Fig. 7. (a)Detected curve feature of the texture using rank1 filter (b) Detected curve feature of 
the texture using rank2  filter :(a)Detected curve feature of the texture using rank3 filter (b) 
Detected curve feature of the texture using rank4  filter  
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(a) (b) 

(c) (d) 

Fig. 8. (a)Detected dot feature of the texture using rank1 filter (b) Detected dot feature of the 
texture using rank2  filter :(a)Detected dot feature of the texture using rank3 filter (b) Detected 
curve feature of the texture using rank4  filter 

(a) (b) 

(c) (d) 

Fig. 9. (a)Detected line feature of the texture using rank1 filter (b) Detected line feature of the 
texture using rank2  filter :(a)Detected line feature of the texture using rank3 filter (b) Detected 
line feature of the texture using rank4  filter 

(a) (b) 

(c) (d) 
Fig.10. (a) rank1 features of ultrasound image (b) rank2 feature of ultrasound image (c) rank3 
features of ultrasound image (d) rank4 features of ultrasound image 
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All the features superimposed to yield what we call as feature images. In what 
follows, we provide the feature images of the example ultrasound image used in this 
paper. 

Low pass filtering is carried out on all the feature images of the example which 
reduces the entropy of the images to obtain the Fig11. 

 

(a) (b) 

(c) (d) 

Fig. 11. (a) rank1 features of ultrasound image after low pass filtering (b)rank2 feature of 
ultrasound image after low pass filtering (c)rank3 features of ultrasound image after low pass 
filtering (d)rank4 features of ultrasound image after low pass filtering 

 

  
(a) (b) (c) (d) 

Fig. 12. (a) Histogram of rank1 feature image (b) Histogram of rank2 feature image (c) 
Histogram of rank3 feature image (d)Histogram of rank4 feature image 
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(a) (b) (c) (d) 

Fig. 13. (a) Histogram of rank1 low pass filtered feature image (b) Histogram of rank2 low pass  
filtered feature image (c) Histogram of rank3 low pass filtered feature image (d) Histogram of 
rank4 low pass filtered feature image. 

4 Experimental Setup and Results  

The image which is shown in the above example  has been used as a test image. 
Logical image processing system Software 3.0 is used for analysis. A desktop PC 
with 280GB   and 4GB  RAM was used  to process the images. All the features have 
dots ,curves , corners and lines have been independently detected using RT based 
pattern recognition algorithms. The corresponding histograms have also been 
evaluated for visualize the image which is hidden in the original  image. 

5 Related Work 

Texture analysis has played a prominent role to solve tissue characterization problems 
in medical imaging [21].Several researchers have been working to develop   methods 
to  obtain  the tissue characterization of  the  ultrasound image and in this context 
many methods have been developed.  In [22] ,the authors evolved a technique for  
reducing the noise of the image  in order to have a clear representation of the tissue. 
The noise reduction is achieved by verging sets of images when the least variance in 
diameter of the image occurs. At the end, a fuzzy logic based expert system has been  
used  to discriminate  the tissues.  In [23] .the authors  proposed  the use of co-
occurrence matrices texture analysis and fractal texture analysis to characterize 
tissues. Thirteen features plus fractal dimension derived from Brownian motion were 
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used for this purpose.  In [24], use co-occurrence matrices and discriminate analysis 
were used to evaluate   different kind of tissues in the ultrasound images.  

Further work has been done with the idea of using texture feature extractors for  
processing the  ultrasound images, though not specifically centered on tissue 
characterization . In [25] ,  so many methods derivatives of Gaussian, wavelets, co-
occurrence matrices, Gabor filters  have been used for finding local moments  so as to  
discriminate blood. This last line of investigation overcomes one of the most 
significant drawbacks of the texture based tissue characterization systems, the speed. 
Hence we proposed a novel method for tissue characterization, which uses the pattern 
recognition capabilities of the Rajan Transform.  

6 Conclusions 

In this paper, we have proposed a novel technique for tissue  characterization  in 
ultrasound images. This paper uses Spectral characterization of Rank Filters Based 
Directional Textures of Digital Images Using Rajan Transform, this transform is 
homomorphic transform and hence  it  can be to  used to classify various features of 
an image. Texture is a spatially repeated pattern. So , this transform is very much 
useful for tissue characterization and thus  clinicians  would benefit to great extend in 
the form of diagnostic tool analysis the image and hence to diagnose the problem. The 
present method can also perform effective feature extraction, and also characterize the 
tissues of images precisely. Future work rests on the application of the present method 
to different kinds of medical images for classification purposes. 
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