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Abstract. This paper illustrates a comparative study of Efficient Fitness 
Function and Rand Index Fitness Function, to show how Efficient Fitness 
Function can give better results when used to cluster gene expression data. 
Variance which is the main limitation of Rand Index can be improved with 
Efficient Fitness Function. The results are evaluated by finding the precision 
value (i.e. sensitivity and specificity) of the dataset. Genetic Weighted K-Mean 
Algorithm (GWKMA) which is used here is a hybridization of Weighted K-
Mean Algorithm (WKMA) and Genetic Algorithm. WKMA is used to perform 
optimal partition of data. Genetic Algorithm is then applied to get the best fit 
gene from clusters through the fitness function, on which genetic operators like 
selection, crossover and mutation are performed.  
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1 Introduction 

Clustering is a technique to bring together data having similar characteristics into a 
group/cluster, so that no two clusters will have similar data. Clustering methods are 
useful for data reduction, for developing classification schemes and for suggesting or 
supporting hypothesis about the structure of the data. A generic description of the 
clustering objective is to maximize homogeneity within each cluster while maximizing 
heterogeneity among the different clusters. 

In this paper we present an Efficient Fitness Function which is implemented in 
Genetic Algorithm [9] which helps to find the fittest gene which can be transferred 
next generation. A comparative study of previously implemented Rand Index Fitness 
Function and proposed Efficient Fitness Function is done here. Both of the functions 
are applied on GWKMA for the same gene expression dataset [14]. A dataset is a 
tabular data which gives information about the expression level of genes. The 
expression level of each gene is calculated with the help of microarray technology by 
considering the genes (specified in rows) and by samples (specified in columns). The 
data which we get is known as Gene Expression data. Each value is known as datum. 
These values may be real numbers or integers. The clustering is performed on Gene 
Expression data to group the genes with similar characteristics.  



 Comparison of Efficient and Rand Index Fitness Function 161 

To validate our data, synthetic dataset i.e. yeung’s et al. dataset is applied. This 
dataset contains 400 genes and 17 attributes. The reason behind selecting yeung’s 
dataset is that it contains data without repeated measurements and with low noise 
level. The results are evaluated by finding the precision value (i.e. sensitivity and 
specificity) of the dataset.   

In GWKMA for performing optimal partition of clusters, first Weighted K-Means 
Algorithm [8] with WKM operator or cost function is used. On these clusters Genetic 
Algorithm is applied. Genetic algorithm is a heuristic searching algorithm to find 
fittest gene with the help of the fitness function and performs genetic operations like 
selection, crossover and mutation on it. Weighted K-Mean Algorithm when merged 
with Genetic Algorithm not only improves the precision value but also helps the 
algorithm to converge fast. For our reference, henceforth in this paper we will be refereeing 
Genetic Weighted K-Mean Algorithm with Rand Index fitness function as GWKMA and 
Genetic Weighted K-Mean Algorithm with Efficient fitness function as MGWKMA i.e. 
Modified GWKMA. 

2 Related Work 

Our purpose is to cluster Gene Expression Data. The Gene Expression Data is formed 
by calculating the expression level of the Genes using microarray technology. As the 
gene expression data is a table where rows represents genes and column represents 
samples, the clustering can be classified as gene based clustering and sample based 
clustering. Amir Ben-Dor [17] uses appropriate stochastic error model on the input 
and tries to overcome with the problem of clustering multicondition gene expression 
pattern, and thus recovers the cluster structure with high probability. K.Y Yeung [15] 
provides a systematic framework which helps to access the results of various 
clustering algorithms using one experimental condition. The results analysis is done 
on simulated Gene Expression data using single link, k-means (with random 
initialization), CAST and random algorithms. In our paper, the fitness function which 
we are using is an Efficient Fitness function which is a squared error function used to 
minimize the variance in the cluster. Erkan Bes.dok [20] has compared various 
squared error functions as fitness function in improving the camera calibrations. 
Normalized-Root-Mean-Squared-Error is used by Mohammed Awad [22] as a fitness 
function to deal with the problem of function approximation from a given set of 
input/output (I/O) data. The problem consists of analyzing training examples, so that 
we can predict the output of a model given new inputs, which is solved using Radial 
Basis Function Neural Networks (RBFNNs) and Genetic Algorithms (GAs). M.K. 
Deshmukh, C. Balakrishna Moorthy [21] uses squared error function as a fitness 
function for estimation of wind energy potential at a site using Genetic Algorithm 
(GA) to Neural Network Mode. 

3 Fitness Functions 

Fitness biologically can be expressed as a measure of reproductive efficiency of 
chromosomes. In Genetic Algorithm, fitness acts as some measure of goodness to be 
maximized. By using fitness function one can state, how fit a specific chromosome is. 
Better the fitness, more the chances to go to next generation.  
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3.1 Rand Index Fitness Function 

Rand Index [12] is a statistical measure to find similarity between two data clusters. 
The values of Rand Index can vary from 0 to 1, where the value 0 states that the two 
clusters do not show any similar characteristics while the value 1 states that the 
characteristics of two clusters are similar. For understanding the Rand Index Fitness 
Function equations, let’s say that we have a set of n elements E= {R1,….Rn} and two 
partitions of E to compare P={ p1,….pr} and Q={q1,….qs}. We have the equation, 
with a, b, c and d as the pairs of elements in E. 

 
Where, 

• a- Pairs of elements that are in same sets in P and same sets in Q. 
• b- Pairs of elements that are in different sets in P and different sets in Q. 
• c- Pairs of elements that are in same set in P & different sets in Q. 
• d- Pairs of elements that are in different set in P & in same sets in Q. 

3.2 Efficient Fitness Function 

Efficient Fitness Function is basically a Squared Error Function to improve the 
variance of a cluster. Statically it can be represented as a way to measure the 
difference between the values implied by an estimator and the true values of the 
quantity being estimated. This difference occurs due to randomness. We have the 
equation for Squared error function as  

 

Where N being the number of clusters,  mn the centre of clusters Cn and x represents 
the data. 

4 Limitations of Rand Index Fitness Function 

Rand Index Fitness Function is an existing function which is used in GWKMA for 
clustering large scale gene expression data. Efficient fitness function is the proposed 
function for the same GWKMA. Efficient fitness function not only gives precise 
results but also overcomes the limitations of Rand Index. The limitations of Rand 
Index Fitness Function are: 
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4.1 Variance 

Variance is the means of measurement for the scattered data in clusters, which 
specifies to minimize the internal feature variation in a cluster or to maximize the 
variation between different clusters. The cluster variance needs to be taken care when 
the data is selected randomly. In this paper we are creating clusters using Weighted 
K-Mean Algorithm, which creates the cluster randomly. In this case there are chances 
of scattering of data among various clusters. On these clusters when Rand Index 
fitness function is applied, it is seen that Rand Index fitness function does not give 
precise results, it’s index is quite low when more data is scattered among the cluster 
i.e. when inter cluster variance is more, as specified in [4]. To overcome this 
limitation, we use Efficient Fitness Function instead of Rand Index. As the error is 
squared in Efficient Fitness Function, it neutralizes the appearance of opposite 
(polarity) internal features in a cluster and hence is able to improve the variance (by 
minimizing the internal feature variance in a cluster or maximizing the variance 
between different clusters).    

4.2 Equally Weighted Type I and Type II Errors 

As Rand Index is also considered as a measure of percentage of correct decision made 
by an algorithm, it can be computed with the equation  

 

Where, 

o True positive (TP)- Equation with hit 
o True negative (TN)- Equation with correct rejection 
o False positive (FP)- Equation with false alarm, Type I error 
o False negative (FN)- Equation with miss, Type II error 

One issue with Rand Index is that in this False Positive and False Negative is equally 
weighted, which may be undesirable for some clustering algorithms. As False Positive 
and False Negative represents Type I and Type II errors, it is not desirable to provide 
equal weights to both of them. 

4.3 Fuzzy and Non-fuzzy Partition 

Rand Index can be used for both fuzzy and non-fuzzy partitions, but it has been seen 
that it is properly defined only for the comparison of a fuzzy partition with a non-
fuzzy reference partition, which is not the basic requirement of GWKMA. 
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5 Experimental Setup 

For the implementation of Genetic Weighted k-Means Algorithm with the fitness 
functions, the experimental setup includes both hardware and software requirements. 
The algorithm is implemented with MATLAB and Simulink software on LINUX 
platform using Fedora-9 (Sulphur) as operating system with (2.6.25 – 14.fc9.i686) 
kernel and Red Hat Nash version. The algorithm can be implemented using the 
MATLAB software in Windows family to avoid the changes in the resulted data from 
the virus problem we are using MATLAB in Linux platform. The hardware support 
required for the implementation includes, at least 60 GB of the Hard disk as even 
though the capacity of MATLAB software is 3.5 GB while installing it will extract or 
decompress the compressed files and retrieve the capacity of the hard disk about 45 
GB. The memory requirement is1GB RAM, Intel Core TM 2 Duo Processor. The 
gene expression dataset used for implementation is Yeung’s synthetic dataset as  
these dataset contains values without repeated measurements and with low noise 
levels. For the implementation the dataset is stored in the form of a text file and  
then used. The Software System Attribute includes portability. The algorithm is 
written using Matlab, therefore it can be ported to any Operating System running 
Matlab. 

6 Results 

The results are evaluated by implementing both Efficient and Rand Index fitness 
functions on same Genetic Weighted K-mean Algorithm one by one for the same 
Yeung’s synthetic dataset, by varying the size of population (the number of 
chromosomes used for clustering) and generation (the number of iteration). The 
results are evaluated on the basis of precision values obtained by calculating the 
sensitivity and specificity of the algorithm by implementing both fitness functions one 
by one. The sensitivity is proportion of actual positives which are correctly identified 
as such, while specificity represents the proportion of negatives which are correctly 
identified. According to the results obtained by the precision values evaluated for 
sensitivity and specificity, comparison graphs are plotted to show how the algorithm 
(MGWKMA) implementing Efficient fitness function gives better results than the 
algorithm (GWKMA) implementing Rand Index fitness function. 

6.1 Comparison Graphs for MGWKMA and GWKMA 

Fig.1 Shows a comparison graph between MGWKMA and GWKMA with Population 
size=10 and Generation =10. It can be clearly seen from the graph that MGWKMA 
gives good results than GWKMA. 



 Comparison of Efficient and Rand Index Fitness Function 165 

0

0.1

0.2

0.3

0.4

0.5

0.6

GWKMA MGWKMA

Sensitvity

Specificity

 

Fig. 1. Comparison graph for Sensitivity & Specificity for P=10, G=10 
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Fig. 2. Comparison graph for Sensitivity & Specificity for P=10, G=20 

0
0.1
0.2
0.3
0.4
0.5
0.6
0.7

GWKMA MGWKMA

Sensitvity

Specificity

 

Fig. 3. Comparison graph for Sensitivity & Specificity for P=20, G=10 
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Fig. 4. Comparison graph for Sensitivity & Specificity for P=20, G=20 

Fig 2 Shows a comparison graph between MGWKMA and GWKMA with 
Population size=10 & Generation =20. It is clear from the graph that MGWKMA 
performs better than GWKMA even though the number of iterations increases.   

Fig 3 Shows a comparison graph between MGWKMA and GWKMA with 
Population size=20 and Generation =10. It is clear from the graph that MGWKMA 
performs better than GWKMA even though the size of population is increased. 

Fig 4 Shows a comparison graph between MGWKMA and GWKMA with Population 
size=20 and Generation =20. It can be seen from the graph that MGWKMA gives better 
performance than GWKMA, at high population and generation. 

7 Conclusion 

In this paper a comparison of Efficient Fitness Function and Rand index fitness 
function is done for Genetic Weighted K-Means Algorithm used to cluster Gene 
Expression Data. The dataset used for both is Yeung’s Synthetic dataset. An Efficient 
Fitness Function gives better results in clustering gene expression data than Rand 
Index fitness function. The limitations of Rand Index Function is learnt and it is 
shown that Variance (which is a main limitation of Rand Index Function) can be 
improved using Efficient Fitness Function (as this is a Squared Error Function). A 
Graphical comparison has been done using Efficient Fitness Function vis-à-vis Rand 
Index Function in Algorithms for different sets of Population (P) & Generation (G). 
The comparisons are done by evaluating the precision value by calculating Specificity 
& Sensitivity. From the comparison it can be concluded that the Algorithm when 
implemented with Efficient Fitness Function improves the variance in the cluster and 
gives better results for clustering gene expression data as compared to Genetic 
Weighted K-Means Algorithm (GWKMA) with Rand Index fitness function. 
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