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Abstract. Intrusion detection aims at distinguishing the behavior of
the network. Due to rapid development of attack pattern, it is necessary
to develop a system which can upgrade itself according to new attacks.
Also detection rate should be high since attack rate on the network
is very high. In response to this problem, Pattern Based Algorithm is
proposed which has high detection rate and low false alarm rate. The
work is divided into three parts: supervised approach, semi-supervised
and unsupervised approach. Besides supervised learning approach, semi-
supervised learning has attracted much attention in pattern recognition
and machine learning for intrusion detection. Most of the semi supervised
algorithms used for intrusion detection are binary classifiers, but our
approach is to classify the data into multiclass. Our experimental results
on KDD cup data set shows that the performance of the proposed method
is more effective.

Keywords: Intrusion Detection System, Pattern Based Algorithm, Se-
curity, supervised learning, semi-supervised learning, Machine Learning,
Neural Networks.

1 Introduction

There are two main approaches to design IDS: misuse based IDS and anomaly
based IDS [20]. Both misuse and anomaly detection approaches are typically
presented in terms of distinct training and testing phases.

Modern IDS’s are extremely diverse in the techniques they employ to gather and
analyze data. Rule-based analysis depends on sets of predefined rules that are pro-
vided by an administrator. This design approachusually results in an inflexible de-
tection system that is unable to detect an attack if the sequence of events is slightly
different from the predefined profile [5, 14]. The principal constituents of soft com-
puting techniques areFuzzy Logic (FL), Artificial Neural Networks (ANNs), Prob-
abilistic Reasoning (PR), and Genetic Algorithms (GAs) [2].

In this paper we propose three approaches: supervised , unsupervised and
semi supervised approach for intrusion detection. In the supervised approach
we use the labeled data for training and unlabeled data for testing. However,
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supervised learning approach requires labeled ground truth data. With the im-
mense amount of network and host data available, expert labeling of the data
is very expensive and time consuming. The labeled data available is often from
controlled environments. This proves to be a bottleneck in applying supervised
learning methods to detect novel or unknown attacks. Relying only on supervised
learning methods which require a large amount of labeled data is impractical for
real network environment. This motivates a need for a new and more practical
learning framework.

Semi-supervised learning approach can leverage unlabeled data in addition to
labeled ones. They have received significant attention, and are more suitable for
real network environment because they require a small quantity of labeled data
while still taking advantage of the large quantities of unlabeled data.

Several algorithms have been proposed for semi-supervised learning which is
naturally inductive. Usually, they are based on an assumption, called the clus-
ter assumption [9]. It states that the data samples with high similarity between
them, must share the same label. This may be equivalently expressed as a con-
dition that the decision boundary between the classes must pass through low
density regions. This assumption allows the unlabeled data to regularize the
decision boundary, which in turn influences the choice of classification models.

Many successful semi-supervised algorithms like TSVM and Semi-supervised
SVM [3] follow this approach. These algorithms assume a model for the deci-
sion boundary, resulting in an inductive classifier. Manifold regularization [16]
is another inductive approach, which is built on the manifold assumption. It
attempts to build a maximum-margin classifier on the data, while minimizing
the corresponding inconsistency with the similarity matrix. This is achieved by
adding a graph-based regularization term to an SVM based objective function.
A related approach called LIAM [16] regularizes the SVM decision boundary
using a priori metric information encoded into the Graph Laplacian, and has a
fast optimization algorithm.

The proposed semi supervised learning approach can use small amount of
labeled data and large amount of unlabeled data for learning, and gives perfor-
mances similar to supervised learning approach which using much larger amounts
of labeled data.

The rest of the paper is organized as follows. Section 2 describes the related
work about intrusion detection system. Section 3 describes our proposed ap-
proach for all the three approaches. Section 4 describes experiments and results
followed by a conclusion in Section 5.

2 Related Work

2.1 Supervised Learning Based Approaches

In recent years, methods from machine learning and pattern recognition have
been utilized to detect intrusions. Both supervised learning and unsupervised
learning are used. There are mainly supervised neural network (NN)-based
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approaches [15], [19], and support vector machine (SVM)-based approaches [12]
are used in supervised learning for intrusion detection.

NN-based approaches: Many approaches have been proposed in neural net-
work to distinguish between the behaviors of intrusions and normal. They unify
the coding of categorical fields and the coding of character string fields in order
to map the network data to the neural network. Some approaches propose hier-
archical neural networks and evolutionary neural networks to detect intrusions.

SVM-based approaches: Mukkamala et al. [16] use SVMs to distinguish be-
tween normal and intrusions network behaviors and further identify important
features for intrusion detection. The TreeSVM and ArraySVM have been pro-
posed for solving the problem of inefficiency of the sequential minimal optimiza-
tion algorithm for the large training data set in intrusion detection. Zhang and
Shen [21] propose an approach for online training of SVMs for real-time intru-
sion detection based on an improved text categorization model. Also for intrusion
detection, decision tree and discriminate analysis are applied. Comparisons be-
tween different classifiers and fusion of multiple classifiers for intrusion detection
are studied in [18], [19], and [17].

2.2 Unsupervised Learning Based Approaches

Supervised learning methods for intrusion detection can only detect known in-
trusions. Unsupervised learning methods can detect the intrusions that have not
been previously learned. K-means-based approaches and self-organizing feature
map (SOM)-based approaches are the examples of unsupervised learning for
intrusion detection [3].

K-means-based approaches: For intrusion detection, Guan et al. [22] propose
a K-means-based clustering algorithm, which is named Y means. Xian et al. [23]
combine the fuzzy K-means method and a clonal selection algorithm to detect
intrusions. Jiang et al. [9] use the incremental clustering algorithm that is an
extension of the K-means algorithm to detect intrusions.

SOM-based approaches: Pachghare et al. [3] gives various approaches of
SOM like hierarchical SOM.

While these existing methods can obtain a high detection rate (DR), they
often suffer from a relatively high false positive rate (FPR), which wastes a
great deal of manpower. Meanwhile, their computational complexities are also
oppressively high, which limits their applications in practice, because IDS would
affect the regular tasks of the target systems if it employs too much resource.
Adaboost is one of the most prevailing machine learning algorithms in recent
years. Its computational complexity is generally lower than SOM, ANN and SVM
in the case that the size of the data set is voluminous while the dimensionality
is not too high. For this and other advantages, we employ Adaboost algorithm
for our Pattern-based network security.
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2.3 Semi-supervised Learning Based Approaches

Graph-based approaches represent both the labeled and the unlabeled examples
by a connected graph, in which each example is represented by a vertex, and
pairs of vertices are connected by an edge if the corresponding examples have
large similarity. The well known approaches in this category include Harmonic
Function based approach, Spectral Graph Transducer (SGT), Gaussian process
based approach, Manifold Regularization and Label Propagation approach [11].
The optimal class labels for the unlabeled examples are found by minimizing
their inconsistency with both the supervised class labels and the graph structure.

3 Proposed Algorithms

3.1 Supervised Algorithm

The framework of proposed algorithm is explained in our previous work [1].

Weak Classifier Design: A group of weak classifiers has to be prepared as
inputs of Adaboost algorithm. They can be linear classifiers, ANNs or other
common classifiers. In our algorithm, we select decision stumps as weak classi-
fiers due to its simplicity. For every feature f, its value range could be divided
into two non overlapping value subsets Cf

p and Cf
n , and the decision stump on

f takes the form as follow:

hf (x) =
{

+1 x(f) ∈ Cf
p

−1 x(f) ∈ Cf
n

where, x(f) indicates the value of x on feature f .

Algorithm: In the AdaBoost algorithm, weak classifiers are selected iteratively
from a number of candidate weak classifiers and are combined linearly to form
a strong classifier for classifying the network data. In the AdaBoost algorithm,

Fig. 1. Architecture for supervised IDS
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weak classifiers are selected iteratively from a number of candidate weak clas-
sifiers and are combined linearly to form a strong classifier for classifying the
network data.

Let H =
{
h̃f

}
be the set of constructed weak classifiers. Let the set of train-

ing sample data be {(x1, y1) , ..., (xi, yi) , ...., (xn, yn)} , where xi denotes the ith

feature vector, yi ∈ {+1,−1} is the label of the ith feature vector, denoting
whether the feature vector represents a normal behavior or not; and n is the size
of the data set. Let {w1, ..., wi, ..., wn} be the sample weights that reflect the
importance degrees of the samples and, in statistical terms, represents an esti-
mation of the sample distribution. The AdaBoost-based algorithm for intrusion
detection is described as follows:

1. Initialize Weights as:

wi(1) (n = 1, 2, ..., n)
satisfying

∑n
i=1 wi = 1

2. Observe the following for (t = 1...T ).
(a) Let εj be the sum of the weighted classification errors for the weak clas-

sifier hj

εj =
n∑

i=1

wi (t) I [yi �= hj (xi)] (1)

where,

I[γ] =
{

1 γ = true
0 γ = false

(2)

Choose, from constructed weak classifiers, the weak classifier h(t) that
minimizes the sum of the weighted classification errors

h(t) = arg minh,j∈H εj (3)

(b) Calculate the sum of the weighted classification errors ε (t) for the chosen
weak classifier h (t).

(c) Let
α (t) = 1/2 log ((1 − ε (t))/ε (t)) (4)

(d) Update the weights by

wi (t + 1) =
(
wi (t) exp (−α (t) yih (t) (xi)) /Z (t)

)
(5)

where,

Z (t) =
n∑

k=i

exp (−α (t) yih (t) (xk)) (6)

3. The strong classifier is defined by

H (t) = sign

(
T∑

t=1

α (t)h (t) (x)

)
(7)
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We explain two points:

• By combining the decision stumps for both categorical and continuous fea-
tures into a strong classifier, the relations between categorical and continu-
ous features are handled naturally, without any forced conversions between
continuous and categorical features.

• The decision stumps minimize the sum of the false-classification rates for
normal and attack samples. It is guaranteed that the misclassification rates
for the selected weak classifiers are lower than 50.

3.2 Semi-supervised Algorithm

The algorithm for Semi-supervised approach is given as:

1. Train the system with supervised approach using only label data from the
mixed data.

2. Give unlabelled data from mixed data for testing.
3. If the confidence of data is above the threshold value then add data with

label into the training data set.
4. Train the system with this new data.

Fig. 2. Architecture for semi-supervised IDS

3.3 Unsupervised Algorithm

Heirarchical SOM have been proposed and implemented in our previous work
[3].Specific attention is given to the hierarchical development of abstractions,
which is sufficient to permit direct labeling of SOM nodes with connection type.
Hierarchical SOM for intrusion detection use the classification capability of the
SOM on selected dimensions of the data set to detect anomalies. Their results
are among the best known for intrusion detection.
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4 Results

We utilize the KDD CUP 1999 data set [17] for our experiments.There are four
general types of attacks appeared in the data set: DOS (denial of service), U2R
(user to root), R2L (remote to local) and PROBE. In each of the four, there
are many low level types of attacks. Detailed descriptions about the four general
types can be found in [31]. The number of samples of various types in the testing
data set is listed in Table 1.

Table 1. Performance of supervised algorithm in Testing Data Set

Normal DOS R2L U2R PROBE %

Normal 97218 19 9 0 32 99.93

DOS 20 391413 3 4 18 99.98

R2L 15 0 1102 4 5 98.04

U2R 5 0 0 45 2 88.46

PROBE 40 11 9 0 4047 98.53

First, we run the classical Adaboost algorithm, whose result is shown in
Table 2.

The data set for testing semi-supervised approach contains 11000 labeled data
out of which 10000 are considered as unlabeled. Now, we run the semi-supervised
algorithm on testing data set, whose result is shown in Table 5.

Table 6 gives the detection rate and false alarm rate for both the approaches.

Table 2. Performance of supervised algorithm in Testing Data Set

Normal DOS R2L U2R PROBE

97218 19 9 0 32

20 391413 3 4 18

15 0 1102 4 5

5 0 0 45 2

40 11 9 0 4047

Table 3. Testing Data Set for semi-supervised approach

Labeled data Unlabeled data Total data

1000 10000 11000

Table 4. Number of samples in testing data for semi-supervised

Normal Attack Total
DOS U2R R2L PROBE
7392 86 446 137

1939 8061 10000



Pat. Based IDS Using Supervised,semi-supervised and Unsupervised Appr. 549

Table 5. Performance of Semi-supervised algorithm in Testing Data Set

Normal DOS U2R R2L PROBE %

Normal 1884 22 2 11 20 97.16

DOS 159 7033 45 106 49 95.15

U2R 7 24 48 2 5 98.23

R2L 28 353 23 22 20 98.23

PROBE 11 19 2 1 104 97.07

Table 6. Number of Samples in Data Set for Un-supervised approach

Normal Attack Total
DOS U2R R2L PROBE

386 162 54 118 132 852
466

Table 7. Number of Samples in Performance of Un-supervised approach

Normal DOS U2R R2L PROBE %

Normal 380 3 1 0 2 98.44

DOS 1 159 0 0 1 98.14

U2R 3 2 0 48 1 88.88

R2L 2 1 114 0 0 96.61

PROBE 3 2 1 1 125 94.69

Table 8. Detection Results in Testing Data Set

Approach Testing Set
FPR(%) DR(%)

Supervised 0.06 99.7

Semi-supervised 0.028 96.90

Unsupervised 1.57 95.35

5 Conclusion

In the last twenty years, Intrusion Detection Systems have slowly evolved from
host and operating system specific application to distributed systems that in-
volve a wide array of operating system. The challenges that lie ahead for the
next generation of Intrusion Detection Systems are many. Traditional Intrusion
Systems have not adapted adequately to new networking paradigms like wireless
and mobile networks. Factors like noise in the audit data, constantly changing
traffic profiles and the large amount of network traffic make it difficult to build
a normal traffic profile of a network for the purpose intrusion detection.
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A perennial problem that prevents widespread deployment of IDS is their in-
ability to suppress false alarms. Therefore, the primary and probably the most
important challenge that needs to be met is the development of effective strate-
gies to reduce the high rate of false alarms.

The experimental results show that the proposed algorithms have very low
false alarm rate for training and testing. The semi-supervised algorithm shows
better results for training and testing. The proposed algorithms have a competi-
tive performance as compared with the published intrusion detection algorithms
on the benchmark sample data.
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