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Abstract. Efficient power utilization gains more importance for WSNs 
(Wireless sensor Network), since battery replacement is not possible in many 
sensor applications. Sensors consume energy when it changes from one radio 
state (transmission, reception, listen, sleep) to another. In this paper, a Cluster-
based Power-Aware Scheduling (CPAS) algorithm is proposed to specifically 
design a low-data-rate WSNs to reduce the number of state transitions of a 
node, thereby efficiently maintaining the power level of the network. In CPAS, 
the nodes within the cluster are first synchronized to avoid collision during 
transmission. CPAS is based on IEEE 802.15.4   standard with dynamic routing 
ability based on the power level of the nodes. Performance evaluation is done 
by using simulation, and it has been showed that this cluster based algorithm 
considerably improves network lifetime when compared to non-cluster based 
network in WSN. 
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1 Introduction 

Wireless sensor networks (WSNs), is a distributed collection of sensor nodes which 
forms network interconnected by wireless communication links. Sensor nodes are 
often powered by batteries and have limited computing and memory resources. 
Because of the limitations due to battery life, most sensor networks are built with 
power conservation in mind. WSNs can operate in an event-driven model or regular 
continuous monitoring model. Here, the protocol works for an event-driven model, 
where each sensor will monitor its vicinity and sends its information to the sink via 
the relay of other sensors nodes whenever an event occurs. There are various 
standards existing for wireless communication in industry. IEEE 802.15.4 standard is 
considered because it is specifically designed for low data rate applications. The 
802.15.4 standard has many power management mechanisms, based on duty cycle, to 
minimize the activity of sensor nodes.  

1.1 IEEE 802.15.4 Standard 

IEEE 802.15.4 [1] is a standard for low-rate, low-power, and low-cost Wireless 
Personal Area Networks (WPANs). A PAN is formed by one PAN coordinator which 
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is in charge of managing the whole network, and, optionally, by one or more 
coordinators which are responsible for a subset of nodes in the network. Ordinary 
nodes must associate with a (PAN) coordinator in order to communicate. The 
supported network topologies are star (single-hop), cluster-tree, and mesh (multihop). 
The standard defines two different channel access methods: a beacon-enabled mode 
and a nonbeacon-enabled mode.  

The beacon-enabled mode provides a power management mechanism based on a 
duty cycle. It uses a superframe structure (Figure 1) which is bounded by beacons, 
i.e., special synchronization frames generated periodically by the coordinator node(s). 
The time between two consecutive beacons is called Beacon Interval (BI), and is 
defined through the Beacon Order (BO) parameter (BI=15.36*2BOms,with 0 ≤ BO ≤  
14). Each superframe consists of an active period and an inactive period. In the active 
period nodes communicate with the coordinator to which they are associated with, 
while during the inactive period they enter a low-power state to save energy. The 
active period is denoted as Superframe Duration (SD) and its size is defined by the 
Superframe Order (SO) parameter. It can be further divided into a Contention Access 
Period (CAP) and a Collision Free Period (CFP). During the CAP, a slotted CSMA / 
CA algorithm is used for channel access, while in the CFP communication occurs in a 
Time-Division Multiple Access (TDMA) style by using a number of Guaranteed 
Time Slots (GTSs), reassigned to individual nodes.  

 

 

Fig. 1. IEEE 802.15.4 Superframe Structure 

In the non beacon-enabled mode there is no superframe, nodes are always active 
(energy conservation is delegated to the layers above the MAC protocol) and use the 
unslotted CSMA/CA algorithm for channel access. The algorithm is based on beacon 
enabled IEEE 802.15.4 standard. 

2 Power-Aware Scheduling Algorithm 

A homogenous centralized scheduling of sensor activities is considered to minimize 
the energy cost and maintain the overall power level of the network. The tree T 
constructed based on Minimum Spanning Tree is considered as a cluster, with root 
node as the cluster head and the other nodes as the child nodes. The transmitting time 
slots for each individual child node and the cluster head is scheduled. The children 
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will send their data in one period and the parent will receive the data when it is 
awake. Thus, the energy consumption due to the state transition will be definitely 
saved since each node needs only to wake up twice: once for receiving all data from 
its children and once for transmitting its data to its own parent.  

TDMA is used for scheduling node activities in the CFP within the superframe 
structure.The time is logically divided into slots with slot size ts, and time slots are 
synchronized among nodes. A schedule period T is composed of T consecutive time 
slots. The activities of every node are then repeated with period T. Assume that a 
node vi will produce rvi data packets per scheduling period T. When a node vi is 
transmitting packets to a neighboring node vj, some other neighboring nodes that are 
in the listening state will also consume energy. Therefore, the total energy 
consumption upon the scenario that node vi transmits in L slots, while k neighboring 
nodes listening is (Prcv+Ptx+Plst.K) × L × ts. To minimize the energy consumption, the 
activities of sensor nodes are scheduled to reduce state transitions. 

Table 1. Energy Cost Symbols 

Symbol Meaning 

Ptx Energy consumption in transmitting 

Prcv Energy consumption in receiving 

Plst Energy consumption in listening 

Pslp Energy consumption in sleeping 

tp Time needed to poll channel once 

rvi Data packets per period by vi 

 

The scheduling of activities for all nodes is to assign each time slot 1 ≤ t ≤ T 
(scheduling period) to one of the four possible states: transmitting, receiving, 
listening, and sleeping. Since TDMA access method is used, no nodes need to be in 
listening state if all nodes are perfectly synchronized. If the synchronization is 
needed, nodes will also have additional state listening so that adjacent nodes can 
synchronize their activities. See Figure. 2.for an illustration. Here, the sender node 
will use a short preamble to synchronize the receiving node. In other words, when a 
sender wakes up, it will periodically send a message SYN (contains its address and 
the receiver’s address, and the time slots needed for sending data) and listen for the 
ACK message from the receiver. When the receiver wakes up, it will listen for the 
message SYN and reply a message ACK if it gets one completed SYN message. After 
getting the correct ACK message, the sender starts sending data.  

In a simple event-driven data collection, a sensor, which is triggered by an event, 
will wake up and monitor its vicinity, and then, produce some sample data. It will 
then wake up its parent node (called dominator node sometimes) and send data to it. 
However, when the dominator node dominates k sensors, it may need to wakeup k 
times to receive all the data from its children nodes in the worst case, which is energy  
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Fig. 2. Flow of Synchronization between two nodes 

consuming because of multiple state transitions. Our objective is to schedule the 
activities of sensor nodes to minimize the states transitions (especially from sleeping 
state to active states), in the meanwhile, the data rate by all sensors is supported. In 
this paper, it is always been considered for low-data rate WSNs where in the majority 
of time slots, sensor nodes can sleep to save the energy. Notice that in low-data-rate 
WSNs, each sensor needs to switch from sleeping state to active state at least once. A 
schedule has been designed in which any sensor node only needs to wake up at most 
twice: once for receiving data from its children nodes and once for sending its data to 
its parent node as shown in Figure 3. This also dramatically reduces the cost of the 
clock synchronization.  

 

 

Fig. 3. Schedule for each node in a cluster 

The clusters is scheduled in the decreasing order of their weight. Within the 
cluster, the child node or the leaf node need not use the same parent to send its data to 
the sink. Based upon the battery level they can share the neighboring parent to 
dynamically route the data to the sink. Our algorithm assumes that the nodes are first 
synchronized using a short preamble and it ensures that it will not cause any 
interference for the transmissions of any sensors in Ci. 

2.1 Algorithm 

Activity Schedule after constructing a Minimum Spanning Tree (MST) 

Step 1:  For each sensor vi do 
Step 2:  Calculate its receiving-weight Wi 
             (Based on amount of data) 
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Step 3:   Sort the sensor in non-increasing order of weight Wi 
Step 4:   For i=1 to n do 
Step 5:   For i=1 to n do 
Step 6:   Sort the path for routing for each node based on the power level  
Step 7:   If power level is less than the threshold value 
Step 8:   Goto Step 9 else Goto Step 6 
Step 9: Assign Cluster Ci (equivalently sensor node vi for receiving) Wi earliest  
 available time slots for transmitting that will not overlap with time slots  
 assigned to conflicting clusters. 
Step 10: Each sensor node vj in Ci will be sequentially assigned wj consecutive time  
 slots for transmitting. 

3 Proposed System Analytical Model 

In this paper, the described cluster based power-aware scheduling (CPAS) algorithm 
which randomly selects a node as the cluster head (CH) from the group of sensor 
nodes (as it is done in the LEACH algorithm, in which the residual energy of sensor 
nodes to is used to select the cluster head), thereby avoiding unbalanced energy 
consumption of the sensor nodes. The main energy consumption of wireless sensor 
nodes is typically for the following operations: transmitting a packet, receiving a 
packet, listening radio signals, sampling the vicinity, reading sample data from the 
ADC, reading data from the flash, and writing / erasing data in the flash. In this 
project, it has been focused to synchronize the nodes within the cluster and efficiently 
schedule the timeslots for data transfer. 

The radio is in any of the four states: transmitting, receiving, listening, and 
sleeping, each of which has different energy consumption (energy consumption per 
unit time) of Ptx, Prcv, Plst and Pslp, respectively (as shown in Table 1). The model also 
consider the energy EA,B consumed by transiting from one state A to another state B 
for a sensor and other control units. Typically, the time to restart a sensor node from 
the sleep mode to active mode is about 4ms [11].For a node vi, if it is scheduled to 
transmit at time slot t,  denote it as Xi, S,t=1; otherwise denote it as Xi,S,t= 0. Variables 
Xi,R,t€{0,1},Xi,P,t€{0,1} and Xi,L,t€{0,1} to denote whether the node vi is scheduled to 
receive, sleep, or listen at time slot t or not, respectively.  Energy consumed by state 
transition is denoted as EP, S, EP,R or EP,l. See Table 2 for notations used. 

In practice, the energy consumed for transition from an active state (such as 
transmitting, receiving, and listening) to an idle state (sleeping or deep sleeping) is 
often ignored. Notice that the energy cost by a node vi in all states is  

T =  ∑T (Xi, S,t . Ptx + Xi, R,t .Prcv + Xi,l,t .Plst + Xi,P,t .Pslp).ts; 
       t=1 

The energy cost for state transitions is 

∑T (Xi,P,t . Xi, S,t+1. EP, S + Xi, P,t . Xi, R,t+1 .EP,R + Xi,P,t . Xi, L,t+1 .EP,L); 
t=1 

The objective of a schedule S is to minimize the summation of these two energy costs. 
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Table 2. Symbol Notations 

Symbol Meaning 

Xi,S,t Node vi transmitting at time t 
Xi,R,t Node vi receiving at time t 
Xi,P,t Node vi sleeping at time t 
Xi,L,t Node vi listening at time t 
EP,S Energy consumed from sleeping to transmitting 
EP,R Energy consumed from sleeping to receiving 
EP,L Energy consumed from sleeping to listening 

 
For a given data gathering tree T, the time slot needed to transmit and receive by 

an individual node is fixed because it only depends on the tree structure. So, the 
difference of the energy consumption from different schedules is the cost for the wake 
up and clock synchronization. In our scheduling, there are at most two state switches 
for each node. So, the total number of state switches is at most 2n times of the energy 
consumption for a node to switch the state. That is, ES ≤ 2. n. ES, where ES is the 
energy consumption for state switch of one sensor in our scheduling, and n is the 
number of sensors. Because there is at least one state switch for each node in any 
scheduling, E opt

S ≥ n. ES, where Eopt
S is the optimal energy consumption for state 

switch. ET  is used to denote the total energy consumption in the active states by all 
nodes by our method; E as the total energy consumption in our scheduling and E opt as 
the optimal energy consumption.  

E = ET + ES≤ E OPT
T + 2E OPT

S < 2 E OPT
T + 2E OPT

S = 2Eopt. 

Thus the energy consumption for the scheduling derived by algorithm is at most twice 
of the optimum. 

4 Performance Evaluation  

To perform our simulation analysis, ns2 simulation tool [16] is used.The algorithm is 
experimented with a single cluster, it is assumed the same performance with multiple 
clusters in a densely deployed network. In our experiments, construct two trees for the 
data collection using minimum spanning tree (MST) algorithm. The clustering 
concept is implemented  to one tree and make the root node acts as the PAN 
coordinator and all other nodes operate with a duty cycle for power management.  
Assumed that in the considered radio model, all nodes are in the carrier sensing range 
of each other. This minimizes the probability of collisions due to the hidden node 
problem. The network uses the beacon-enabled mode. The duty cycle is set to about 
1.5%, according to the typical values recommended by the ZigBee standard [3] which 
are in the range 0.1%–2%. Specifically, the Beacon Interval is 125.8 s, while the 
active period is 1.97s. Note that the active period is large enough to let every node 
send its data packets in all the analyzed scenarios, so that the enforced duty cycle does 
not harm the packet transmission process. 

In this simulation, different data rates is used to study how the data rate can affect 
energy consumption. Based on the topology, a sink node (with a fixed position) will 
collect data from the other sensors in the network. Figure.4 show that energy 
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consumption will decrease when the data rate increases, but the reduction is slower 
than the data rate increasing. Among different structures, it has been found that MST 
tree has the smallest time span, and therefore, the less energy consumption, when 
compared to non-tree node distribution. This is because MST tree structure has the 
shortest hops from all other nodes to the sink. 

 

 

Fig. 4. Impact on the energy cost with various data rates in homogeneous networks using 
cluster based MST tree, and non cluster based MST tree 

It is also found that the schedule by our cluster-based method performs much better 
than the node-based method. In cluster-based method, to avoid potentially delaying 
the transmission to the next scheduling period, time slots of a parent node after its 
children nodes’ sending time slots is intentionally scheduled. That is, the 
transmissions are always within one scheduling period. The energy consumption is 
dramatically reduced when scheduling the node to wake up at most twice in a time 
period. The energy consumption in cluster-based method is also much better than 
node-based method, as shown in Figure.4. 

5 Conclusion 

In this paper, a algorithm has been proposed for efficient centralized scheduling  that 
not only remove the unnecessary listening cost, but also reduce the energy cost for 
state switching and clock synchronization. In our protocol, every node needs only to 
wake up at most twice in one scheduling period: one for receiving data from its 
children and one for sending data to its parent. Dynamic routing ability based on the 
power level of the nodes is also been done to balance the overall network power level. 
The simulation result shows that the energy consumption is less for cluster-based 
nodes than non cluster based nodes. This work could also be enhanced for clusters 
with mobile sink. 
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