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Abstract. With the growing amount of satellite traffic an efficient usage
of the existing resources, i.e. geostationary arc and available frequency
bands, is mandatory. Therefore appropriate monitoring techniques are
of paramount importance for reasonable operation of satellite networks.
The increase in available computational power enables signal process-
ing tasks that were not even thinkable a decade ago. So it is proposed
to apply blind demodulation techniques, suited for implementation on
software-defined radio (SDR) platforms, for carrying out the required
monitoring tasks. The incorporated algorithms are presented, includ-
ing performance comparison and remarks on efficient implementation.
Finally, the demodulation capabilities of the introduced framework are
assessed in terms of the error vector magnitude (EVM).

Keywords: synchronization, blind demodulation, software-defined ra-
dio, satellite communications.

1 Introduction

An automated blind demodulation framework can alleviate significantly the
monitoring tasks, required for maintaining the quality of service (QoS) in satel-
lite networks. Apart from the advantage of online traffic detection and evaluation
of carrier characteristics, the framework can be used to generate a remodulated
version of the received signals. This feature may be used for identifying inter-
fering signals or aiding measurements relying on correlation techniques, since
subtraction of the remodulated carriers can lead to an improvement of the post-
correlation signal-to-noise ratio (SNR). An in-depth discussion of the blind de-
modulation framework and appropriate applications will be available in [1].

For reasonable transmission of data in communication systems, it is inevitable
to determine the most important parameters of the receiving signal. The evalu-
ation of these parameters is termed parameter estimation and synchronization
[2]. In general, nominal parameters are available at the receiver side allowing the
demodulator to focus on estimation of residual carrier frequency offset, carrier
phase error, optimum timing instant and, finally, the transmitted data symbols.
However, this is not the case for non-cooperative environments, e.g. signal in-
terception or monitoring systems. A totally blind procedure necessitates carrier
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detection and evaluation of additional parameters [3], e.g. symbol rate, SNR,
modulation scheme and baseband pulse shape.

The type of modulation is limited to linear modulation schemes used in satel-
lite communications, i.e. phase shift keying (PSK) and amplitude phase shift
keying (APSK) [4]. Although not frequently applied in satellite communications,
due to the sensitivity to nonlinear distortion, rectangular quadrature amplitude
modulation (QAM) is considered as well. Moreover, it is assumed that the base-
band pulse is of root-raised cosine (RRCOS) type which is established as the
de facto standard in satellite communications. Finally, for successful carrier de-
tection, restrictions on the possible range of symbol rates have to be applied.
Since modularity is a key aspect of the proposed framework, new features such
as modulation schemes, baseband pulses or synchronization algorithms, can be
added in an easy way.

For geostationary earth orbit (GEO) satellites, attenuation and additive white
Gaussian noise (AWGN) can be considered as the main impairments of the
transmitted signals [5], leading to the signal model introduced in Section 2.
The spectral carrier detection procedure and the subsequent blind demodulation
stages are briefly discussed in Section 3. Since the accuracy of all estimated
parameters can not be presented in a suitable way, an appropriate measure for
evaluating the overall demodulation performance has to be found. It turned out
that the EVM of the remodulated signals might be applied for this reason, as
verified by simulation in Section 4. Final remarks and future research topics
conclude this paper in Section 5.

2 Equivalent Baseband Model

If the nonlinear impact of the high power amplifier (HPA) is neglected, the
received multi-carrier signal r(t) can be stated as follows:

r(t) =
∑

q

uq(t) +
√

Enw(t) (1)

with the carrier uq(t) expressed as

uq(t) =
√

Es,q ej(2πfc,qt+θq)
∑

i

ci,q hq(t − iTq − τq) (2)

The subscript q denotes parameters belonging to the q-th carrier. The center
frequency of the specific carrier is denoted by fc,q. Let w(t) be the complex zero-
mean AWGN with independent real and imaginary part. Together with the noise
power En and the signal power Es,q, the SNR of the q-th carrier is defined by
γs,q = Es,q/En. Furthermore, ci,q are the transmitted data symbols, which are
assumed to be independent and identically distributed (i.i.d.) and normalized
to unit energy such that E[|ci,q|2] = 1. So far, seven modulation schemes are
supported: BPSK, QPSK, 8-PSK, 16-QAM, 64-QAM, 16-APSK, and 32-APSK.
The symbol period Tq is the reciprocal value of the symbol rate, i.e. Tq = 1/fd,q.
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The phase offset is expressed by θq ∈ [−π, π) and the symbol timing offset by
|τq| ≤ Tq/2. The baseband pulse is described by hq(t) and is a function of the
roll-off factor αq, with 0 ≤ αq ≤ 1.

In Fig. 1 the power spectrum Rn of an example scenario relying on the above
signal model is shown, obtained by sampling the multi-carrier signal r(t) appro-
priately.
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Fig. 1. Power spectrum Rn of the example scenario

The received signal is separated into single carriers that are converted down
to baseband and applied to the matched filter (MF). Thus the resulting sampled
signal at the filter output can be formulated as

xk,q � r(t) ⊗ h∗
q(−t)

∣∣
t=kTs

≈ ej(2πkΔfqTq/Ns,q+θk,q)sk,q +
√

Ennk,q (3)

with the signal component

sk,q =
√

Es,q

∑

i

ci,q gq((k/Ns,q − i − εq)Tq) (4)

In this context, Δfq expresses the residual frequency offset after down conver-
sion; Ts denotes the sampling period, i.e. Ts = 1/fs, so that the oversampling
ratio of the q-th carrier is given by Ns,q = Tq/Ts = fs/fd,q; nk,q is the (non-
white) Gaussian noise sample shaped by the receiving filter h∗

q(−t). The overall
baseband pulse shape gq(t) = hq(t) ⊗ h∗

q(−t) results in a raised cosine (RCOS)
to guarantee absence of inter-symbol interference (ISI), where ⊗ denotes convo-
lution. It is common practice to normalize the timing offset τq by the symbol
period Tq expressed by εq.
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3 Blind Demodulation Framework

An overview of the proposed blind demodulation framework is illustrated in
Fig. 2. In the following, a brief description of the particular stages is provided.

3.1 Carrier Detection

The detection of carriers is performed in the frequency domain using a well-
averaged periodogram [6]. Additional smoothing mitigates fluctuations in the
spectrum, but still does not filter out narrow-band carriers exhibiting low signal
power.

The detection procedure starts with the estimation of the noise power level
PN by inspection of the histogram derived from the power spectrum Rn [7]. In
the following, Rn is scanned for values which are a pre-defined threshold above
the estimated noise floor PN . To mitigate fluctuations close to the threshold
a type of hysteresis has to be applied. By this means, candidates for possible
carriers inside the observed bandwidth can be detected. For further improving
the detection reliability, restrictions with respect to symbol rate, carrier spacing
and SNR are applied.

Afterwards, pre-estimates for carrier center frequency fc,q, occupied band-
width bq, symbol rate fd,q, SNR γs,q and roll-off factor αq are derived from the
spectrum. The determined characteristics are used for extracting the particular
carrier rk,q from the multi-carrier signal rk by band-pass filtering, down conver-
sion and decimation. Moreover, these pre-estimates are used as prior knowledge
in the subsequent blind demodulation stages for enhancing the performance sig-
nificantly. As from now, the carrier index q is dropped for the sake of readability.

3.2 Symbol Rate Estimation

Existing estimation schemes from the open literature may not work properly, if
baseband pulse shaping is applied [8]. Moreover, hardly any performance results
are available for non-integer oversampling ratios. Therefore, an enhanced ver-
sion of the method described in [9] is applied and the behavior for non-integer
oversampling ratios is investigated as well.

By applying a nonlinearity to rk and appropriate post-processing, a spectral
component is generated at the symbol rate fd. The significance of the spectral
line is degraded by decreasing SNR γs and roll-off α, small observation intervals
and non-integer oversampling ratios Ns. Two measures can be taken to counter-
act this behavior: (i) narrow-band pre-filtering of the signal to remove unwanted
noise; (ii) application of a coarse symbol rate estimate from the carrier detection
stage for narrowing the spectral search range.

Finally, the enhanced algorithm is compared to the methods proposed in [9]
(standard), [8] (filter bank) and [10] (cyclic correlation). An estimation is termed
successful, if the estimation error is smaller than the spectral resolution. The
observation interval is assumed to be L = 16384 samples, oversampled with
Ns = 4 this results in 4096 symbols. The residual frequency offset is set to ΔfT =
0.001. The necessary periodogram is calculated using M = 13 overlapping sample
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Fig. 2. Overview of the blind demodulation framework
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Fig. 3. Evolution of the success rate for symbol rate estimation

blocks of length N = 4096. The evolution of the success rate is illustrated in
Figure 3. It can be seen that the success rate of the enhanced algorithm is
superior to the standard approach, only outperformed by the filter bank method.
For the sake of completeness, it is shown that increasing the observation interval
to M = 50 overlapping blocks leads to a considerable improvement of the success
rate.

To handle the computational complexity in the subsequent demodulation
stages, the oversampling ratio Ns is reduced to the minimum required value.
For arbitrary rate changes, a Lagrange type interpolator is used [11,12]. After-
wards, the signal is applied to the MF. For maximizing the SNR at the filter
output, transmitting and receiving filter must exhibit the same roll-off. However,
it turned out that a slight mismatch results only in a minor SNR degradation.
So, either the roll-off is determined by using the scheme described in [7] or set
to a reasonable value, taking a possible degradation into account.

3.3 Rescaling

Rescaling of rk is mandatory for several processing stages, e.g. design of filter co-
efficients in the timing tracker, partitioning used for SNR estimation, frequency
and phase recovery or, finally, for the decision of the transmitted data symbol
drawn from a multi-level modulation scheme. Using the SNR pre-estimate and
the second-order moment M2, an appropriate scaling factor as can be derived.
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As investigated in [13], for oversampled signals the second-order moment at the
MF output is given as

M2 = E[|x2
k|] = (1 − α/4)Es + En (5)

So the signal power at the MF output can be expressed as E′
s = (1 − α/4)Es.

Using the relationship for the SNR, i.e. γs = Es/En, in Equation 5, the signal
power ahead of the MF becomes

Es =
γsM2

γs(1 − α/4) + 1
(6)

Now for proper scaling the signal has to be simply divided by as =
√

Es.

3.4 Timing Offset Estimation

Due to the importance of the symbol timing recovery stage, non-data-aided
(NDA) schemes are compared in terms of performance, complexity and applica-
bility to blind operation. As representatives of efficient feedback (FB) schemes,
the well established Gardner detector (GA) [14], its extended version (xGA) [15]
and the detector by Moeneclaey and Batsele (MB), reviewed from a different
perspective in [16], are considered. The Oerder and Meyr (OM) device [17] and
two estimators (E1 and E2), based on the MB detector [18], are selected as
feedforward (FF) alternatives.

Basically, OM and E1 can be operated in a totally blind manner, i.e. no knowl-
edge of modulation type and roll-off α is required, whereas the GA algorithm
requires knowledge of α for the optimum design of the loop filter. Additionally,
for xGA, MB and E2, the used signal constellation is necessary. The application
of different parameters may lead to suboptimal behavior.

For assessing the computational complexity, the minimum required oversam-
pling ratio Ns plays an important role. When assuming equidistant sampling,
E1 requires at least Ns = 4 samples per symbol, OM Ns = 3, E2, GA and xGA
Ns = 2, whereas MB can be operated at baud rate. It should be pointed out
that acceptable performance can only be achieved by applying two iterations for
E1 and even three iterations for E2.

In spite of their different nature, subsequent feedforward and feedback schemes
are compared in terms of jitter performance. Therefore the timing error is set
to ε = 0.0, the FF estimator length to L = 100 samples and the equivalent
noise bandwidth of the FB methods to BLT = 0.005. As required for bandwidth
efficient communication systems, the roll-off is set to α = 0.2. Due to the limited
space, results for GA are omitted at all and MB FB is selected as representative
for MB-based methods.

The evolution of the normalized mean square error (MSE) is illustrated in
Fig. 4. For comparison purposes, the modified Cramer-Rao lower bound
(MCRLB) is plotted as the theoretical limit of the jitter variance [2]. For signal
constellations with constant modulus it becomes obvious that OM and GA ex-
hibit poor performance for small excess bandwidths. In this case the remaining
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Fig. 4. Normalized MSE of FF and FB algorithms for symbol timing recovery

algorithms feature a significantly lower MSE, especially the MB-based schemes
lack the self-noise floor in the high SNR range at all. The situation changes dra-
matically when multi-level constellations are used. A significant increase of the
MSE can be observed for xGA and MB-based algorithms, whereas the degrada-
tion for GA and OM is considerably smaller. These results suggest using the OM
for symbol timing recovery; however, if required, the most appropriate method
can be selected after classification of the modulation scheme.

After successful recovery of the optimum timing instant by Lagrange interpo-
lation, a feature-based modulation classifier supporting the considered modula-
tion schemes is applied [19].

3.5 SNR Estimation

Although a robust measure for the SNR is available from the pre-estimation
stage, there are three reasons for repeated estimation: (i) the accuracy of the
refined SNR estimate may be superior; (ii) a failure of the symbol timing recovery
stage might be detected by a significant drop in the estimated SNR; (iii) powerful
SNR estimation can be used to estimate the roll-off in an alternative manner,
since the SNR at the MF output is a maximum for a properly designed receiving
filter.

The moment-based M2M4 estimator [20] exhibits good performance for sig-
nal constellations with constant envelope; however, it deteriorates completely for
multi-level schemes, e.g. QAM and APSK, in the medium-to-high SNR range.
An algorithm using partitioned subsets of the original signal constellation is



244 M. Flohberger, W. Gappmair, and O. Koudelka

presented in [21]. This approach exhibits good performance in the medium-to-
high SNR range, but it degrades for small SNR values due to a wrong assignment
of the symbols to the subsets. Finally, in [22] an estimator using also the eighth-
order moment M8 is presented to achieve satisfactory performance for multi-level
constellations. Moreover, the algorithm allows tuning for specific SNR values.
Thus, a combined estimator is furnished, consisting of the standard M2M4 es-
timator for the low SNR range, the partitioned method in the medium-to-high
SNR range and the M8 estimator for the overlapping area when performance is
insufficient.

3.6 Carrier Frequency/Phase Estimation

Frequency and phase estimation is carried out by the Rife and Boorstyn (RB)
[23] and the Viterbi and Viterbi (VV) [24] algorithm. Both schemes apply a
nonlinearity to the received symbols xn to generate a harmonic with frequency
and phase being multiples of the true offsets. Therefore, the searched offsets can
be extracted by appropriate measures.

The above procedures work properly for PSK. However, problems arise for
multi-level constellations, since no promising way is available for stripping off the
modulation from the symbols xn. To overcome the problem, strategies relying on
partitioning [25] and optimal nonlinear transformations [26,27] are applied. The
used partitioning approach turns out to be closely related to the linear approxi-
mations of the complex transformations. Since only subsets of the entire symbol
alphabet are used for computation, the observation interval must be increased
appropriately to achieve the same estimator length as in the unpartitioned case.

To allow reliable phase recovery in presence of residual frequency offsets, a
tracker should follow the acquisition stage. Therefore, a second-order tracking
loop with an appropriate filter design in terms of damping ζ and equivalent noise
bandwidth BLT must be implemented.

For subsequent symbol decisions, an issue arises which is unique for APSK.
The symbols located on the inner circle correspond to a QPSK constellation with
the symbols rotated by π/4 relative to the axis. In contrast, the outermost circle
for 16-APSK exhibits an ambiguity of β = π/6 and for 32-APSK of β = π/8.
So the inner QPSK constellation may remain tilted after phase recovery, which
will be problematic during symbol decision. For this reason a second iteration
of phase estimation is performed using the symbols on the inner circle. Direct
addition of the obtained QPSK offset Δθ̂ to the initial estimate θ̂ using the out-
ermost circle would lead to inferior performance due to the increased sensitivity
to noise effects. However, the knowledge that Δθ̂ has to be a multiple of the
ambiguity β of the outermost circle can be used to obtain acceptable accuracy.

In the following, the performance of the partitioned RB algorithm relying
on a VV nonlinearity is assessed by simulation. The estimator length is set to
L = 1024 symbols, with a zero-padding factor of kzp = 4 leading to an FFT
length of 4096 points. The roll-off is set to α = 0.35 and the VV parameter to
μ = 1, since it produces the most promising results. Finally, the frequency offset
is assumed to be ΔfT = 0.01. The evolution of the mean square error (MSE) is
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depicted in Fig. 5. A threshold effect caused by identifying the wrong spectral
line can be observed very clearly in the low SNR range. Moreover, the poor
performance of both APSK schemes should be emphasized, but no promising
alternative algorithm was found up to now.

4 Simulation Results

The obtained decisions can be used to form a remodulated signal ûk as

ûk =
√

Êse
j(2πkf̂cTs+θ̂)

∑

i

ĉi ĥ((k/N̂s − i − ε̂)T̂ ) (7)

It can be seen that, when assuming ideal synchronization, the above equation
corresponds to a discrete version of the received single-carrier signal stated in
Equation 2.

The EVM Λ of the remodulated signal ûk can be used to assess the perfor-
mance of the blind demodulation framework. The latter is usually specified in
dB and defined as

Λ =
∑N−1

k=0 |uk − ûk|2∑N−1
k=0 |uk|2

(8)

For simulation results, the received carriers are assumed to be oversampled by
Ns = 4, impaired by time/phase offset and the center frequency chosen arbi-
trarily for each iteration. The carriers are detected and demodulated blindly to
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obtain decisions which are remodulated for EVM evaluation. For proper carrier
detection, M = 75 blocks of length N = 216 overlapping by 75% are processed
for generation of a well-averaged periodogram. After successful parameter es-
timation, a block of N = 214 samples is applied for remodulation. The EVM
evolution for PSK is illustrated in Fig. 6. For comparison reasons the EVM re-
lying on ideal synchronization is included as well. It can be seen that in the
medium SNR range the remodulation performance is dominated by decision er-
rors and thus very close to the ideal EVM. In contrast, for large SNRs the EVM
exhibits an error floor caused by residual estimation errors. Moreover, in the low
SNR range the EVM increases significantly. This threshold effect is produced by
malfunction of the blind demodulation framework. The main impacts are due to
the frequency estimator degradation for higher order and multi-level modulation
schemes as well as the SNR restriction applied for modulation classification.

The EVM evolution for multi-level constellations is depicted in Fig. 7. Basically,
very similar effects as for PSK can be observed. The ideal curves are shifted in
direction of higher SNRs due to the increased probability of false decisions. The
noise floor in the high SNR region is approximately increased by one order of
magnitude. The solid frequency estimation performance of QAM enables the
threshold effect to occur at smaller SNR values as for 8-PSK. Interestingly, 16-
QAM and 64-QAM exhibit the same EVM characteristic in the very low SNR
range. The reasons for this behavior are the SNR restriction feature of the used
modulation classifier and the similarity of both signal constellations in terms
of quadrature symmetry. Finally, the pronounced threshold effect for APSK
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constellations becomes apparent. The latter is caused by the poor frequency
estimator performance mentioned previously.

5 Conclusion and Outlook

A versatile blind demodulation framework especially suited for satellite signals
is presented. The latter can be implemented on SDR platforms for carrying out
monitoring tasks imposed to satellite operators. After setting the stage by defini-
tion of the used signal model, carrier detection and required blind demodulation
stages are discussed. An attractive feature is the remodulation of the obtained
symbol decisions. This capability can be used for improving the present SNR sit-
uations which would be most welcome for measurements relying on correlation
techniques, e.g. evaluation of the cross-ambiguity function (CAF).

Since the number of possible input signal scenarios is enormous, the need for fu-
ture work suggests itself. In this context, detection and handling of time-division
multiple access (TDMA) signals would be most attractive. Since synchroniza-
tion of the latter might be problematic for NDA algorithms, usual communica-
tion standards could allow data-aided (DA) estimation as well. Furthermore, the
implementation of forward error correction (FEC) schemes could improve the re-
modulation success rate in the low SNR range significantly. Finally, alternative
algorithms for frequency offset estimation of APSK signals have to be found, since
the currently implemented RB algorithm exhibits inferior performance.
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