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Abstract. In this paper we discuss the perspectives that should be taken into ac-
count by the research community while trying to evolve Fault-Management to-
wards Autonomic Fault-Management. The well known and established FCAPS 
Management Framework for Fault-management, Configuration-management, 
Accounting-management, Performance-management and Security-management, 
assumes the involvement of human technicians in the management of systems 
and networks as is the practice today. Due to the growing complexity of net-
works, services and the management of both, it is now widely believed within 
the academia and the industry that the concept of Self-Managing Networks will 
address some of the current challenges in the management of networks and ser-
vices. Emerging Self-Management technologies are promising to reduce OPEX 
for the network operator. There is still a lot of work to be done before we can 
see advanced, production level self-manageability aspects of systems and net-
works, beyond what has been achieved through scripting based automation 
techniques that have been successfully applied to management and network op-
eration processes. The concept of autonomicity—realized through control-loop 
structures and feed-back mechanisms and processes, as well as the informa-
tion/knowledge flow used to drive the control-loops), becomes an enabler for 
advanced self-manageability of networks and services, beyond what has been 
achieved through scripting based automation techniques. A control-loop can be 
introduced to bind the processes involved in each of the FCAPS areas, and the 
“autonomic manager components” that drive the control loops and are specific 
for different FCAPS should interwork with each other in order to close the gaps 
characterized by dependencies among FCAPS functional areas as the FCAPS 
functional areas go autonomic and realize self-management. The dependencies 
among FCAPS functional areas need to be studied such that the func-
tions/operations and processes that belong to the different areas can be well in-
terconnected to achieve global system goals, such as integrity, resilience and 
high degree guarantee of system and service availability. 

Keywords: Autonomic Fault-Management; GANA architectural Reference 
Model for Autonomic Networking and Self-Management; Resilience; Self-
Healing/Self-Repair; dependencies among FCAPS functional areas; Interactions 
between the Operator and the Autonomic Network. 
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1   Introduction 

The main benefits of introducing self-management technology in systems and net-
works, from the operator’s perspective are: to minimize operator involvement and 
OPEX in the deployment, provisioning and maintenance of the network, and increas-
ing network reliability (self-adaptation and reconfiguration on the fly in response to 
challenges e.g. faults, errors, failures, attacks, threats, etc). According to the  
research/survey study conducted and published by authors of [1], operators have re-
cently provided a set of requirements on the evolution of network and services man-
agement, offering an insight into the need (requirement) for self-management in  
networks and processes of the next generation Operations Support Systems (OSS’s). 
In [1], we learn about other requirements that operators have identified as requiring 
serious attention by researchers in the coming years. The requirements noted by op-
erators in [1] include, apart from self-management: alarm correlation, self-healing, 
Auto-Configuration/Provisioning, Model/Interface Integration, Service Quality, Ser-
vice Modeling and Discovery.  

The concept of autonomicity—realized through control-loop structures [2, 3] and 
feed-back mechanisms and processes, as well as the information/knowledge flow used 
to drive the control-loops, becomes an enabler for advanced self-manageability of 
networks and services, beyond what has been achieved through scripting based auto-
mation techniques. A control-loop can be introduced to bind the processes involved in 
each of the FCAPS areas, and the “autonomic manager components” that drive the 
control loops of different FCAPS areas should interwork with each other in order to 
close the gaps characterized by dependencies among FCAPS functional areas as the 
FCAPS functional areas go autonomic and realize self-management. Autonomic 
Manager Components (referred to as “Decision Elements” (DEs) in the GANA Model 
[3, 4]) must serve the purpose of automating management processes by even execut-
ing some scripts while at the same time governing the autonomicity for a particular 
functionality for which the autonomic manager is responsible for. The autonomicity 
for a functionality e.g. routing, considers the following: (1) the auto-discovery of 
items required by the functionality to perform an auto-configuration/self-
configuration process; (2) predictions/forecasting and listening for some events and 
reactions by the “autonomic manager” that controls and adapts the behaviour of the 
functionality towards some goal, based on the events. 

The dependencies among FCAPS functional areas need to be studied such that the 
functions/operations and processes that belong to the different areas can be well con-
nected to achieve global system/network goals, such as integrity, resilience and high 
degree guarantee of system and service availability. In this paper we focus on the Fault-
Management functional area of the FCAPS framework and illustrate how to close the 
gap of its dependencies with other FCAPS functional areas in the context of an auto-
nomic, self-managing network. The following is an illustration of the chain of processes 
that form a control-loop of an “autonomic manager component” specifically designed to 
perform Autonomic Fault-Management (we refer the reader to [5, 6] for more details on 
the subject of Autonomic Fault-Management (AFM), as well as to the subsequent sec-
tions of this paper). Autonomic Fault-Management [5, 6, 7] is understood as a control 
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loop structure (Figure 1) that facilitates the interplay between the processes of Fault-
Management as defined by TMN (Telecommunications Management Network) [8]: 
Fault-Detection – “detect the presence of a fault”, Fault-Isolation – “find the fault (root 
cause) for the observed erroneous state”, and Fault-Removal – “remove or reduce 
impact of  the root cause”.  The autonomic fault-management control loop is character-
ized by the behaviour of components (including the respective “autonomic manager 
components”) and mechanisms that collaboratively work towards implementing the 
following chain of operations/functions: 

 

Fig. 1. Autonomic Fault Management Control Loop 

The rest of the paper is organized as follows: Section 2 presents the implications of 
FCAPS going autonomic; Section 3 discusses Autonomic Fault-Management in rela-
tion to network and service management; sections 4 and 5 discuss further implications 
of Autonomic Fault-Management; Section 6 and 7 introduce the GANA Model in 
brief, which forms the basis for a unified architecture for realizing Autonomic Fault-
Management, Resilience and Survivability. Finally we give concluding remarks. 

2   Closing the Gap of Dependencies among FCAPS Functional  
Areas as the Areas Go Autonomic and Realize Self-management 

In [9], we learn of the relationships between dependability of system(s) and security. 
These relationships i.e. dependencies should inspire efforts towards closing the gap of 
dependencies among FCAPS functional areas as the areas go autonomic and realize 
self-management. Indeed, efforts must be stepped up towards creating frameworks that 
show the dependencies and how to harmonize and integrate the corresponding opera-
tions of the diverse FCAPS functional areas. This would avoid having disjoint non-
interworking solutions that are currently inherent in OSS (Operations Support Sys-
tems), consequences of which are well known and studied as described very well in 
[1]. In this section we present a consolidated picture on how to link (close the gaps) 
among the FCAPS functional areas for an autonomic/self-managing network: The links 
can be established primarily through (1) the interaction and synchronization of “auto-
nomic manager components” that automate management processes involved in a par-
ticular FCAPS functional area with those in the other areas, in order to assure high 
degree of system/network integrity, reliability and availability; (2) the sharing of in-
formation/knowledge and data among the functional areas that need to use them in 
their respective functions; (3) the use of common models (Information Models, Data 
Models, Ontologies, Resource Description Models, Service Models, Network Descrip-
tion Models, Service Topology Models, Dependability and Causality Models,etc).  
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It is in such a consolidated picture that we seek to show the way Autonomic Fault-
Management can help address some of the challenges that operators are facing with 
respect to network and services management.  

The figure below (Figure 2) illustrates how the gaps can be interpreted and closed. 
In terms of the dependencies and desired interactions of the FCAPS functional areas, 
we see that Information/Knowledge sharing, use of Models, Ontologies, and collabora-
tions of the functions belonging to the diverse functional areas are key to closing the 
gaps to achieve automation and self-management in an autonomic manner. This  
picture can be applied when reasoning about designing a system e.g. a router or the 
network architecture as a whole, required to be autonomic and self-managing it its 
operation. As can be observed on the figure, Autonomic Fault-Management requires, 
apart from information about detected faults/errors/failures and alarms, some access to 
information/knowledge about detected threats and attacks in order to use the informa-
tion during Fault-Diagnosis/Localization/Isolation process, and even during fault-
forecasting, and fault-removal operations i.e. in the associated algorithms. Autonomic 
Fault-Management may trigger reconfiguration procedures while attempting to remove 
certain types of detected faults, and so it needs to interact with Autonomic Configura-
tion Management components and mechanisms. On the figure, we show some shared 
repositories that store information/knowledge such as models, required as input to the 
different FCAPS functional areas. Some of the Information/Knowledge maybe created 
and possibly used only by one or a few of the functional areas, as shown for the case of 
Fault-Management and Security Management. What is worthy to note is that the proc-
ess of creating and populating the “Information/Knowledge Bases” depicted on the 
figure, with the types of information/knowledge depicted must be “automated” accord-
ing to what the operators indicated in [1]. For example the auto-discovery of resources 
and capabilities of functional entities such as network elements and service compo-
nents, and the building up of such information/knowledge in the corresponding reposi-
tory must be something considered automated. Autonomic Fault-Management in  
particular, uses for example, information about Resource and Capability Descriptions 
to find appropriate mechanisms that can be applied to remove a fault when it has been 
narrowed down to a particular faulty resource. Capabilities information may then be 
used by Autonomic Fault Management in collaboration with the Configuration Man-
agement functions, to re-configure a system(s) based on knowledge about its Capabili-
ties. Also, from resource descriptions obtained automatically by the self-description 
and advertisement of Resource and Capability Descriptions from the network ele-
ments, it is possible to create a picture of a candidate topology the operator could  
deploy as well as the advantages of a candidate topology. The advantages could be 
expressed in terms of employable resilience and recovery strategies (see [10] for more 
information on the subject of resilience and recovery strategies the operator needs to 
consider for different types of networks, resources and topologies, and even strategies 
that can be implemented through a Network Management System (NMS)). Later, in 
this paper, we describe how Autonomic Fault-Management uses some informa-
tion/knowledge highlighted in the Figure 2.  
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Fig. 2. Closing the gaps among dependencies of FCAPS functional areas 

3   Implications of Autonomic Fault-Management (AFM) on a 
Network and Services Management 

The implications of Autonomic Fault-Management on Network Management  is  
that all the so-called traditional network management functions, defined by the 
FCAPS management framework (Fault-management, Configuration-management, 
Accounting-management, Performance-management and Security-management), as 
well as the fundamental network functions such as routing, forwarding, monitoring, 
discovery, fault-detection, fault-removal and resilience, are made to automatically 
feed each other with information (knowledge) such as goals and events, in order to 
effect feedback processes among the diverse functions. Since some degree of self-
management and self-adaptation needs to be introduced into network device architec-
tures e.g. for routers and switches, the implication is that the FCAPS functions be-
come diffused within node/device architectures, apart from being part of an overall 
network architecture—whereby traditionally, a distinct Management Plane is  
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engineered separately from theother functional planes of the network [3, 4]. The re-
cently emerged architectural Reference Model for Autonomic Network Engineering 
and Self-Management, dubbed GANA (Generic Autonomic Network Architecture), 
presents a framework on how the FCAPS becomes diffused into device architectures, 
while still maintaining an outer Management Plane that would be required to evolve 
to perform more sophisticated decisions for the operation and optimization of the 
whole network in an autonomic manner. In this paper, we present the GANA Model 
in brief, as we seek to illustrate how we have derived a GANA-orientated architecture 
that unifies Autonomic Fault-Management and Resilience and Survivability within 
device architecture and the overall network architecture. It is this unified architecture 
and the autonomic interworking of its components, placement of functions and algo-
rithms that we consider as the machinery for addressing challenges currently faced by 
operators in Fault-Management.  

4   Implications of Autonomic Fault-Management on a Network 
Element Architecture, Protocols and Services 

Apart from the architectural implications that can be derived easily from the GANA 
Model as discussed above and also in [11, 5, 6, 12], the need for information sharing 
is very crucial. Looking at the current practices in the design of network elements, 
protocols, services, fault-tolerance implemented in such entities, in most of the cases, 
implies that the entities execute their intrinsic fault-tolerance mechanisms and do not 
share with other functional entities (through say a shared information/knowledge 
base), the information as to what happened, what was detected and was the problem 
handled successfully?. This information may be useful elsewhere, at a higher level 
where algorithms for fault diagnosis and resolutions would benefit from knowing 
such information. This requirement for information sharing in autonomic fault-
management is described in more detail in [5], where the need for information reposi-
tories for registering and sharing such information is discussed in detail. Later, in this 
paper we briefly touch this subject when we discuss the unified framework for Auto-
nomic Fault-Management, Resilience and Survivability. 

5   How Different Types of Faults Can Be Addressed  
Autonomically 

In this section (in the Table below), we summarize different types of faults and dis-
cuss the different types of Faults that are handled by Resilience and Recovery mecha-
nisms found in fault-tolerant systems, services and protocols (let’s call this Domain-
A), while contrasting to the ones that must be handled by Autonomic Fault-
Management(let’s call this Domain-B). The role of Autonomic Fault-Management in 
relation to any type of fault is also discussed. We also discuss the inter-working re-
quired between functions in Domain-A and functions in Domain-B.  
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6   Generic Autonomic Network Architecture in Brief 

A central concept of GANA is that of an autonomic Decision-Making-Element 
(“DME” or simply “DE” in short—for Decision Element) i.e. an “Autonomic Man-
ager Component”. A Decision Element (DE) implements the logic that drives a con-
trol-loop over the “management interfaces” of its assigned Managed Entities (MEs). 
Therefore, in GANA, self-* functionalities such as self-configuration, self-healing, 
self-optimization, etc, are functionalities implemented by a Decision Element(s). The 
Generic Autonomic Network Architecture (GANA) is based on a set of requirements 
derived in [3, 4]. Since control loops on different levels of functionality are possible, 
e.g. on node or network level, GANA defines the Hierarchical Control Loops (HCLs) 
framework. The HCLs Framework fixes and establishes  four levels of abstraction for 
which DEs, MEs and associated control-loops can be designed: Level-1: Protocol-
Level, i.e. control loops embedded within protocol modules (e.g. within some routing 
protocol). Level-2: Abstracted Functions-Level, i.e. DEs managing some abstracted 
networking functions inside a device e.g. routing, forwarding, mobility management, 
Level-3: Node Level - the node level consist of a Node_Main_DE that takes care of 
the management of aspects related to the state/fitness of the overall node, e.g. Fault-
Management and Auto-Configuration. Level-4: Network Level -DEs on that level 
manage different aspects that require to be handled at the network-level, e.g. routing 
or monitoring, of a group of nodes according to a network scope. Thereby, control 
loops (i.e. DEs) on a higher level manage DEs on a lower level down to the lowest-
level "pure" MEs. Detailed information about all the presented concepts, examples, as 
well as discussions on the application of GANA to diverse aspects of Autonomic 
Networking can be found in [3]. 

7   Decision Notification in GANA for the “Human in the Loop” 

Certain types of decisions made by DEs should be communicated to the administrator. 
Potentially, decision made at the “node-level” in GANA or at the “network-level” by 
Network-Level-DEs are candidate for “decision notification” to the human. The  
majority, though, should be handled by the autonomic entities. This requires that: 

(a) When the administrator informs the network that for certain types of Decisions 
(the human will specify them using some means e.g. a Rule or Policy Specification 
Language) she wants a Decision Notification, the DEs should notify the administrator 
so that the human closes the loop by providing a response to the Decision Notifica-
tion. This may happen during the early days/weeks/months of operating the auto-
nomic network till the time when the administrator has build trust. (b) When the  
administrator deactivates Decision Notification, DEs shall proceed with executing 
decisions without Decision Notification to the human. (c) When Decision Notification 
is deactivated as in (b), DEs shall however inform (possibly by simply logging the 
decision(s) that were taken in response to “a triggering event”), meaning that both: 
decision(s) and associated event should be logged. Example cases for decision notifi-
cation are given in [20]. 
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8   GANA-Oriented Unified Architecture for Autonomic  
Fault-Management, Resilience, and Survivability in  
Self-managing Networks 

According to [2], self-healing is defined as follows: “To detect incidents such as 
adverse conditions, faults, errors, failures; diagnose, and act to prevent or solve 
disruptions”. That is, on one hand a network equipped with autonomic self-healing 
mechanisms should aim at automatically preventing future fault activations, and on 
the other hand it should resolve occurred/activated faulty conditions. This corresponds 
to a number of concepts and approaches that have been investigated recently, such as 
Autonomic Fault-Management as well as reactive and proactive Resilience in 
autonomic networks.  

 

Fig. 3. The UAFAReS [11] architecture inside an Autonomic Node 

Within the EFIPSANS [21] project, we introduced a Unified Architecture for Auto-
nomic Fault-Management, Resilience and Survivability in Self-Managing Networks 
(UAFAReS). UAFAReS is based on the observation that the evolution of traditional 
Fault-Management towards Autonomic Fault-Management enables network devices to 
exercise self-healing and recover from faulty conditions. That is, the nodes of the net-
work are then able to automatically self-heal (to some degree) without the need for 
human intervention. Hence, Autonomic Fault-Management has to interplay with  
concepts and mechanisms related to Fault-Tolerance, Fault-Masking, and Multilayer 
Resilience [14]. This implies harmonization (i.e. ordered time-scaling of reactions) to 
incidents, at different levels of autonomicity and self-management defined by GANA. 
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UAFAReS is based on the GANA reference model and specifies a number of compo-
nents which aim at realizing the interplay of the aforementioned aspects. The node 
components of the architectural framework are illustrated in Figure 3. The main 
UAFAReS entities in a device are the Fault-Management Decision Element (FM_DE) 
and the Resilience and Survivability Decision Element (RS_DE). The RS_DE is re-
sponsible for an immediate reaction to the symptoms of an erroneous state while in 
parallel the FM_DE performs Fault-Isolation and Fault-Removal in order to eliminate 
the corresponding root cause(s). Both DEs are part of the Node_Main_DE, i.e. they are 
introduced on node level inside a GANA conformant device, in order to have exclusive 
access to all node functional entities (i.e. DEs and MEs) such that the overall auto-
nomic behaviors of a node with respect to coping with incidents and alarms are syn-
chronized to ensure node integrity. The UAFAReS DEs operate based on distributed 
control loops. The distributed nature of the UAFAReS control loops is enabled by a 
number of components that facilitate the incident information exchange across the 
network nodes. A set of repositories for storing incident information and an Incident 
Information Dissemination Engine (IDE) enable the synchronization of the 
faults/errors/failures/alarms knowledge known by UAFAReS DEs residing in different 
devices, and allow the DEs to perform Fault-Masking, Fault-Isolation and Fault-
Removal in a node specific manner, based on the same information. 

The FM_DE consists of four modules: 1) a component responsible for Fault-
Isolation (Fault-Diagnosis/Localization/Isolation functions abr. FDLI), 2) Fault-
Removal Functions (FRF), 3) Action Synchronization Functions (ASF) – responsible 
for synchronizing (allowing and/or disallowing) tentative actions issued as by the 
RS_DE and the FM_DE control loops running in parallel, 4) Fault-Removal Assess-
ment Functions (FRAF) – a component responsible for assessing and verifying the 
success of the fault removal actions issued as output of the FM_DE. The interactions 
of these modules towards the realization of an Autonomic Fault-Management control 
loop are illustrated in Figure 4. Specially instrumented monitoring entities, which 
have the capability to share incident information over the UAFAReS incident reposi-
tories, push descriptions of symptoms to the UAFAReS fault/error/failure/alarm regis-
tries such that the info gets conveyed (i.e. stored in the UAFAReS node registries) by 
the Incident Dissemination Engine (IDE) to the UAFAReS instances across the net-
work scope, e.g. subnet/LAN. Once an incident description has been reported to  
the FM_DE over the UAFAReS incident repositories, it gets received and processed 
first by the FDLI functions as depicted in Figure 4. That is, the FDLI functions collect 
such events and correlate them in order to find the root cause for the observed  
faulty conditions. Algorithms that can be used for event correlation are presented in 
[6, 16, 22]. The correlation of incident events is realized by the FDLI functions based 
on a Causality Model that is kept in the Causality Model Repository (CMR) inside a 
node. The identified root cause(s) (faults) are then further submitted to the Fault-
Removal Functions which implement an “if-then-action” logic that issues a reaction 
required to eliminate the faults, e.g. reconfiguration of an entity by using, e.g. the  
command line interface (CLI). Since it is possible that the tentative reaction would 
interfere with other actions that are intended to be performed by either the RS_DE 
control loop (next paragraph), or would interfere with a parallel Autonomic Fault-
Management control loop process (i.e. a thread in multi-threading environment), the 
ASF should be invoked in order to allow or disallow the tentative action in question. 
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The ASF is based on techniques from the area of optimal control, and selects the 
optimal subset of tentative actions in order to better optimize the network perform-
ance reflected by the values of selected key performance indicators while ensuring 
integrity. An applicable algorithm can be found in our previous work [12]. Given that 
the ASF has allowed a tentative action, the FRF issues it on the MEs in question  
inside the device. Thereby the FRF can make use of information regarding the de-
pendencies among protocol entities and services, kept in the Dependability Model 
Repository (DMR). Finally, the success of the executed action is assessed by the 
FRAF functions, which may choose to notify the network operator in case when the 
UAFAReS mechanisms can’t cope with the pending challenges. 

 

Fig. 4. The Autonomic Fault-Management control loop inside a node 

The Resilience and Survivability DE contains the Fault-Masking Functions (FMF) 
component and a Risk Assessment Module (RAM). The Fault-Masking Functions 
realize a reaction immediately after the symptoms of a faulty condition have been 
registered into the UAFAReS alarm/incident repositories. Thereby, the goal of the 
FMF is to implement a fault-tolerant behavior such that some fundamental level of 
service can be sustained in the face of a pending challenging condition. The FMF 
follow a similar logic as the Fault-Removal Functions of the FM_DE, and consult the 
Actions Synchronization Functions of the FM_DE to react first in order to ensure that 
the best possible set of actions is executed.  The FMF, as the instance of first reaction, 
should also consider the aspect of Multilayer Resilience while orchestrating a fault-
tolerant/masking behavior. Multilayer Resilience is a model that deals with the capa-
bilities of functional entities at different layers in the protocol stack to execute their 
own embedded resilience behaviors. For instance, in IP networks generated ICMP 
messages enable systems (especially end systems) to overcome issues occurring in the 
network, e.g. sudden changes of PMTU (Path Maximum Transmission Unit) during 
the lifetime of a connection. Thus, the FMF is expected to allow the protocol modules 
to recover based on their own intrinsic capabilities and should intervene only in the 
case when these mechanisms fail. [14] proposes the usage of “hold-off” timers speci-
fying the time that should be given to a protocol to recover on its own. Information on 
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how to handle the resilience properties of a protocol module (e.g. protocol module ID 
and corresponding “hold off” timer) is kept in the Multi-Layer Resilience Properties 
Repository. In addition, the operation of the Risk Assessment Module (RAM) is based 
on monitoring information about diverse key performance indicators (e.g. CPU tem-
perature) that are used to calculate the probability for failures in the future. This re-
sults in notifications to the FMF which consequently have to trigger mechanisms that 
help proactively avoid significant degradation in the QoS in the future. 

9   Concluding Remarks 

In this paper, we presented some perspectives on how Autonomic Fault Management 
can address some of the challenges in Fault-Management faced in IT and Telecom-
munication Networks. The work presented is framework oriented, and is inspired by 
the need to move the well known and established FCAPS management framework 
towards automated management through concepts and principles of autonomic  
networking and self-management. Looking at the fact that there exist dependencies 
between dependability of systems and security, we see the need to close gaps charac-
terized by dependencies among FCAPS functional areas as the FCAPS functional 
areas go autonomic and realize self-management. The dependencies among FCAPS 
functional areas need to be studied such that the functions/operations and processes 
that belong to the different areas can be interconnected well to achieve global system 
goals, such as integrity, resilience and high degree guarantee of system and service 
availability. We have illustrated how this can be achieved by providing a framework 
that can be further refined while doing actual implementations. We believe that such a 
framework should be the basis for reasoning about how Autonomic Fault-
Management can address some challenges faced by Operators and vendors in the 
design and operation of Self-Managing Future Networks. We categorized some types 
of faults and discussed how certain faults are handled by resilience and recovery 
mechanisms intrinsic to some protocols and service components, and how certain 
faults can only be handled within the realm of Configuration Management phase, and 
some within the real of Fault-Management during the operation time of the network. 
The role of enriched information/knowledge sharing has also been discussed as part 
of the glue required to interconnect functions and operations belonging to the differ-
ent FCAPS functional areas. We do not claim that there are no obstacles to imple-
menting the framework, since what we offer are guidelines and so, issues such as 
scalability and complexity need to be addressed during the derivation of implementa-
tion architectures from the framework we provided. Our further work will be based on 
the evaluation of the frameworks, such as the UAFARes Framework we proposed, 
whose architectural components are built on the concepts and principles prescribed by 
the emerging, standardizable GANA architectural Reference Model for Autonomic 
Networking and Self-Management. 
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