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Abstract. The main goal of anonymity protocols is to protect the identities of
communicating entities in a network communication. An anonymity protocol
can be characterized by a noisy channel in the information-theoretic sense. The
anonymity of the protocol is then tightly related to how much information is be-
ing leaked by the channel. In this paper we investigate a new idea of measuring
the information leaked based on how much the rows of the channel probabilities
matrix are different from each other. We considered each row of the matrix as a
point in the n-dimensional space and we used statistical dispersion measures to
estimate how much the points are scattered in the space. Empirical results showed
that the two proposed measures KLSD and KLMD are sensitive to the modifica-
tions of the attacker capabilities and most importantly they are stable when the a
priori distribution on the secret events changes. We show that a variant of KLSD
coincides with the classical notion of mutual information which gives the latter
an interesting geometric interpretation. The same idea of statistical dispersion is
used in a new decision function when the protocol is re-executed several times.

1 Introduction

The ubiquitous popularity of the Internet as a means of communication and information
dissemination is creating regularly during the last few decades several security concerns.
Most of the security efforts have been devoted to the privacy of communications. Al-
though encrypting communication can help protect the privacy of data, the identities of
the communicating entities remain generally known. For example, in the Internet Pro-
tocol (IP), each IP packet carries the IP addresses of the sender as well as the receiver.
Even if this information is made invisible, an attacker can still reveal the identities of
the communicating entities by using traffic analysis (e.g. tracking encrypted packets,
analyzing the time delays between packets, comparing the payload size, etc.).

A variety of methods have been proposed to provide anonymous connections over
the Internet. These include protocols such as Mix based systems [1] Crowds [2], Onion-
routing [3], DC-Net [4], Hordes [5], etc. Most of these protocols use the idea of blending
into a crowd, that is, hiding a user’s action within the actions of many others. On the
positive side, this idea suggests that the mere availability of other users offers the actual
initiator some degree of deniability. On the negative side, a user may be incorrectly
suspected of initiating a message.

In the last decade and with the increasing need to analyze anonymity systems in more
formal and mathematical-based approaches, a significant number of works have been
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dedicated to exploring the notion of anonymity from an information-theoretic point of
view. In this regard, we see a natural progression from anonymity set [4], to entropy-
based measures [6,7] then to mutual information [8] and finally to capacity [9,10]. A
detailed account of related work is given in the next section.

In this research, we adopt the same information theory based approach where a pro-
tocol is considered as a noisy channel. A noisy channel is a concept from information
theory [11] which represents the link between a set of anonymous events A and a set
of observable events O. Events in A represent the information to hide from a poten-
tial attacker while events in O are the ones that the attacker actually observes. A good
anonymity protocol should make it hard to the attacker to guess the anonymous event
given the observable event. The extreme case is when the distributions A and O are
completely independent. This is called noninterference and achieving it, unfortunately,
is often not possible because in most of the cases the protocol needs to reveal informa-
tion about A. For example, in an election protocol, the individual votes should be secret
but ultimately, the result of the votes must be made public which reveals information
about individual votes. Hence the degree of anonymity of a protocol is tightly related
to the amount of information leaked about the anonymous event when an observation is
observed.

In information theory, the information leaked by a noisy channel is given by the
notion of mutual information which measures the amount of information that one ran-
dom variable (O) contains about another random variable (A). Recently, Smith [12]
showed through an interesting example that when an adversary tries to guess the value
of the anonymous event in a single try, an information-leak measure based on Renyi
min-entropy [13] is more suitable than mutual information. However, both mutual in-
formation and Smith’s measure depend on the knowledge of the a priori distribution
(the probabilities that a user did some action) while in general this distribution is not
known. Capacity on the other hand is an abstraction of mutual information obtained by
maximizing over the possible a priori distributions. Unfortunately, it has been argued
that the capacity is too strong [14] and there is no analytical formula to compute it for
arbitrary channels.

The contributions of this paper are threefold:

• Starting from the fact that a noisy channel can be represented as a matrix of the
conditional probabilities p(o|a) for o ∈ O and a ∈ A, we present a new family of
measures based on how much the rows of the matrix are different from each others
and we adopt a geometric approach to assess how much the corresponding points
in the n-dimensional space are scattered. Empirical analysis show very promising
properties of this measure compared to mutual information and Smith’s measure.
In particular we strongly think that these measures hold the promise of much less
dependence on the a priori distribution.

• We illustrate an interesting relationship between the new measure and the classical
concept of mutual information. To the best of our knowledge, this is the first time
that such geometric interpretation is given to mutual information.

• The same idea of statistical dispersion is used in a new decision function when the
protocol is re-executed several times. The decision function turns out to be more
reliable than the one based on maximum likelihood (ML).
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2 Related Work

Chaum [4] introduced the notion of anonymity set which is the set of users who are
likely to be the sender or receiver of a particular message. Naturally, the anonymity of
the users increases if the size of the anonymity set increases. Serjantov and Danezis [6]
defined the effective set size based on the concept of entropy after they showed that
the simple anonymity set is inadequate when not all the users are equally likely to have
sent a particular message. For instance, an attacker analyzing emails will assign a lower
probability to a German sender of an email in arabic which arrived in Dubai. Diaz et
al. [7] proposed independently a similar measure and took the next step in attempting to
normalize the entropy and thus define a degree of anonymity as a number between 0 and
1. These two simple entropy measures were the first to explore the anonymity notion
from an information theoretic point of view and as such they have since been the subject
of various discussions and comparisons. Newman et al. [15] argued that those measures
focused on how well protected the actions of a particular user are and do not examine
how much protection a system provide to its users collectively. Toth et al. pointed out
that by using simple entropy the focus is to quantify how many bits of information an
adversary needs in order to perfectly match a message to a respective use [16]. They
refer to this approach as global and propose another approach that uses the maximal
probability of the distribution that they refer to as local measure and they show through
several interesting examples that from the user’s point of view, the local approach is
more appropriate. The main difference with respect to our approach is that in those
works, the measure reflects the lack of information (uncertainty) that an attacker has
about the distribution of users whereas in this paper, we focus on measures that reflect
the capability of protocol to disguise this information given the attacker’s knowledge
about the observables. In other words, we focus on the difference between the a priori
and a posteriori distributions and not on analyzing the a posteriori distribution only.

In information theory, the notion of mutual information quantifies the information
leaked by a noisy channel and can be seen as the difference between the a priori dis-
tribution (Shannon) entropy and the a posteriori distribution (Shannon) entropy. In [8],
Zhu and Bettati proposed to use mutual information as a measure of anonymity and
applied it to several mix based anonymity systems. Recently, Smith [12] showed that if
the attacker tries to guess the value of the anonymous event in a single try, mutual infor-
mation is not a suitable measure. The example he used is very close to the examples of
Toth et al. [16]. He proposed then a new information leak measure which is the differ-
ence between the Reny Min-entropies [13] of the a priori and a posteriori distributions.
The main problem with these two measures, mutual information and Smith’s measure,
is that they require the knowledge of the a priori distribution which is generally not pos-
sible in practice. Channel capacity which is an important notion in information theory
have been used as an anonymity measure [9,14]. Capacity is the maximum mutual in-
formation over all possible a priori distributions and hence it is an abstraction of mutual
information which is independent from the a priori distribution. However, it has been
argued that capacity in some cases is too strong and most importantly, for arbitrary
channels, there is no analytical formula to compute its value. The best one can do is to
approximate it using for example Blahut-Arimoto algorithm [11].
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In this paper we still consider an anonymity protocol as a noisy channel which can
be represented as a conditional probabilities matrix. The main contribution is to pro-
pose a new anonymity measure based on the vector configuration of the matrix. This
is to the best of our knowledge the first attempt to establish a connection between the
information leaked and the vector configuration of the matrix. Edman et al. [17] pro-
posed an anonymity metric based on the permanent of a matrix. The matrix in their case
represents possible input-output correlations in a network of mixes. The permanent of
that matrix will give the number of perfect input-output matchings in the system. The
main difference with our work lies in the interpretation of the matrix. In their matrix,
the inputs are the messages entering a mix node or a mix network and the outputs are
the messages leaving the mix. In our matrix, the inputs are information to keep secret
and the output are the observations the attacker observes. Newman et al. [15] used a ma-
trix they called traffic matrix to assess how good a Traffic Analysis Prevention (TAP)
system is. Intuitively, the matrix will represent all observations made by an attacker in
a period of time and if the number of possible matrices is large enough this indicates a
good amount of protection. Clearly, this is very different from our interpretation of the
matrix.

Finally we mention that Chatzikokolakis et al. [18] proposed to consider the proba-
bility of error as a measure of leakage. In our view, this work falls in the same class as
[12] and [16].

3 Anonymity Protocols as Noisy Channels

Information theory turns out to be very useful in analyzing anonymity protocols [19,9].
Indeed, an anonymity protocol can be represented as a memoryless noisy channel where
the input is the information to be kept secret and the output is the observed events.
The attacker’s challenge is then to guess the secret information based on the observed
event. The set of observables depends on the capabilities of the attacker. So each attack
scenario can be represented by a different channel.

A channel is a tuple (A,O, p(·|·)) where A is a random variable representing the in-
puts with n values {a1, . . . ,an}, O is a random variable representing the outputs (observ-
ables) with m values {o1, . . . ,om}, and p(o|a) is a conditional probability of observing
o ∈ O given that a ∈ A is the input.

The channel is noisy because an input might lead to different outputs with different
probabilities. The probability values p(o|a) for every input/output pair constitutes the
channel matrix. Typically, the inputs are arranged by rows and the outputs by columns.

Generally, the channel matrix and its conditional probabilities p(o|a) can be easily
computed manually. It can also be computed analytically or by means of a model-
checking tool like PRISM [20]. The first step is to define the sets A of secret inputs and
O of observables. The inputs are generally the identities of the senders (assuming the
goal is sender anonymity) and the outputs are the attacker’s observables. Chatzikoko-
lakis [21] gives a detailed description of how channel matrices are computed.

The probability distribution p(·) over A is called the a priori distribution and is gen-
erally not known in advance. When an output o is observed, the probability that the
input is a certain a is given by the a posteriori probability of a given o (p(a|o)).
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As example, let us determine the channel matrix for Crowds protocol under the col-
laborators attack1 [2].

Consider a Crowds protocol with n users among them c are compromised (c collab-
orators) and with p f as probability of forwarding. The set of inputs is the set of the
identities of the users {u1,u2, . . . ,un}. Recall that in collaborators attack, a set of cor-
rupted users collaborate to figure out the identity of the initiator. An observable action
in the protocol happens when a (honest) user i forwards the message to a collaborator.
This action is denoted di and means that user i is detected. Hence, the set of observable
actions is the set {d1,d2, . . . ,dn}. It is easy to note that there is a form of symmetry in
the corresponding channel matrix. Indeed, once a user is detected, the probability that
it is actually the initiator is the same regardless of which user is the actual initiator.
According to the proof of Theorem 5.2 in [2], this probability is

α = c
1− ( n−c−1

n ) p f

n− (n− c) p f
.

The probability of detecting a user other than the initiator is the same for all other users
and is β = α− c

n . Hence the conditional probabilities of the matrix are2:

p(o j|ai) =

⎧
⎪⎪⎨

⎪⎪⎩

α
s

if i = j

β
s

otherwise

where s = α+(n−1)β.
Crowds protocol with n = 10 users, c = 3 collaborators, and p f = 0.8 has the fol-

lowing channel matrix:

d1 d2 . . . d10

a1 0.4462 0.0615 . . . 0.0615

a2 0.0615 0.4462 . . . 0.0615

...
...

...
. . .

...

a10 0.0615 0.0615 . . . 0.4462

3.1 Channel Matrix Analysis

Anonymity protocols can be seen as noisy channels where the noise is a manifesta-
tion of the efforts of the protocol to hide the link between the inputs and the outputs3.

1 Sometimes called predecessor attack.
2 The matrix probabilities are computed by conditioning on the event that some user was de-

tected. The situation when no user is detected corresponds to absolute privacy and anonymity
is not an issue in that case.

3 In the rest of the paper, the terms secret information and input will be used interchangeably
and so are observation and output
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The more noise there is in the channel, the more anonymous the protocol is. One
promising approach to analyze these protocols is the quantitative theory of informa-
tion flow which focuses on “how much” information is being leaked. Indeed, initially,
there is an initial uncertainty about the secret information. After the protocol executes
and the adversary observes the output, the uncertainty might decrease. The idea of the
quantitative approach of information theory is to quantify the amount of initial uncer-
tainty (a priori), the remaining uncertainty after observing the observation (a posteriori)
and then deduce the amount of information leaked.

In Shannon information theory, the information leaked by a noisy channel is given
by the notion of mutual information. Mutual Information of A and O, noted I(A;O),
represents the correlation of information between A and O and is defined as:

I(A;O) = H(A)−H(A|O) (1)

where H(A) is the Shannon entropy of A and H(A|O) is the conditional entropy of A
given O. Channel capacity is the maximum mutual information over all a priori distri-
butions.

C = max
p

I(A;O) (2)

Most of previous works [4,6,7] use a different interpretation of the anonymity degree
which is based only on the capabilities of the attacker after the protocol executes, that is,
the uncertainty (entropy) of the a posteriori distribution on the inputs. The approach we
use in this paper which is based on how much information is being leaked by the pro-
tocol is more adequate and more reliable than the simple a posteriori entropy approach.
Indeed, it is easy to think of two channels with significantly different a priori distribu-
tions but with the same a posteriori uncertainty. For example, consider the following
two channels (recall that the inputs are arranged by rows and the outputs by columns):

C1 =

⎛

⎝
0 1 0

0.5 0.5 0
0.5 0 0.5

⎞

⎠ C2 =

⎛

⎜
⎜
⎜
⎜
⎝

0 1 0
0 0 1
0 0 1
0 1 0
1 0 0

⎞

⎟
⎟
⎟
⎟
⎠

In channel C1 the number of inputs is 3 so if we assume a uniform a priori distri-
bution [ 1

3 , 1
3 , 1

3 ], the entropy H(A) will be equal to 1.58. In channel C2, the number of
inputs is 5 so the uniform distribution is [ 1

5 , 1
5 , 1

5 , 1
5 , 1

5 ] and the corresponding entropy is
H(A) = 2.32. Hence, initially there is more uncertainty in channel C1 than in C2. The
a posteriori distributions in C1 and C2, however, have very similar uncertainty values.
Indeed, H(A|O) in C1 is equal to 0.79 and in C2 it is 0.8. That is, after observing an
observation, an attacker in C1 will have the same uncertainty as an attacker in C2. So
measures that rely only on the a posteriori distribution will declare both protocols with
similar anonymity degrees. This is not accurate because C1 is clearly better than C2

since it leaks less information and preserves better the uncertainty on the input distribu-
tion. Mutual information as well as the measures we propose in this paper reflects this
difference. For instance, Mutual Information for C1 is 0.79 while it it 1.52 in C2.
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As an alternative to Shannon entropy, one can use the concept of probability of error
of an adversary [18]. In an anonymity protocol, the attacker tries to guess the secret in-
formation based on the information she observes. Her goal is to use a decision function
so that to minimize the probability of error (probability of guessing wrong). The deci-
sion function f : O → A gives for every output o, the guessed input a. The probability
of error associated to f is the averaged sum over all outputs of making a wrong guess:

Pe = ∑
o∈O

p(o)(1− p( f (o)|o)) (3)

The two most known decision functions are MAP (Maximum A Posteriori Probability)
and ML (Maximum Likelihood).

If an observation o has been observed, the MAP decision function chooses the input
that maximizes the a posteriori probability p(a|o) :

f (o) = a ⇒∀b ∈ A, p(a|o)≥ p(b|o).

The probability of error with the MAP criterion is then:

1− ∑
o∈O

max
a∈A

(p(o|a) p(a)). (4)

The ML decision function chooses the input that maximizes the likelihood p(o|a):

f (o) = a ⇒∀b ∈ A, p(o|a)≥ p(o|b).

The corresponding probability of error is thus:

1− ∑
o∈O

max
a∈A

(p(o|a)) p(a). (5)

It is well known that the best decision function is based on the MAP rule and the cor-
responding probability of error is called Bayes risk. It is known also that ML is only
an approximation of MAP when the a priori distribution is not available. This explains
why in some cases the ML deviates considerably from MAP [22].

The probability of error is not a measure of information leakage. Instead, it can be
used to measure the attacker’s initial capability (based on the a priori distribution) and
also the attacker capability after observing the output (based on the a posteriori proba-
bility). A notion of “difference” between these probabilities of error can give rise to an
information leakage measure. Smith [12] introduced an information leakage measure
along this idea but in his formulation, he used Rényi entropy [13]:

In f ormationLeak = H∞(A)−H∞(A|O) (6)

where

• H∞(A) = log
1

max
a∈A

p(a)

• H∞(A|O) = log
1

∑
o∈O

max
a∈A

p(o|a)p(a)
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Equation (6) can be formulated as follows :

In f ormationLeak = log
∑
o∈O

max
a∈A

p(o|a)p(a)

max
a∈A

p(a)
(7)

In this paper we refer to this measure as min-entropy information leak. Smith showed
through an interesting example that when an adversary tries to guess the value of the
input in a single try, min-entropy information leak is more suitable than mutual infor-
mation. The example features two systems with the same mutual information, the same
a priori uncertainty, but with very different MAP probabilities of error.

4 Scattering of the Channel Matrix Rows

The new family of measures we present in this paper are based on how much the rows
of the matrix are different from each others. Since the inputs are arranged by rows,
every row of the matrix is a probability distribution on the observations for a given
input : (p(o1|a), p(o2|a), . . . , p(om|a)). Intuitively, the more these rows are similar to
each other, the more the protocol is anonymous because the observation of the output in
that case does not help much the attacker to guess the right input. On the other hand, the
more the rows are different from each other, the less anonymous the protocol is because
the knowledge of the output carries significant information about the input. To measure
how much the rows are different from each others, we consider every row as a point in
the m−dimensional space. If the rows are different, then the associated points will be
very scattered in the space and if they are similar they will be close to each others. We
consider two measures of statistical dispersion: mean difference and standard deviation
and we propose variants of theses measures we call Kullback-Leibler mean difference
(KLMD) and Kullback-Leilbler standard deviation (KLSD).

Definition 1. Let M be a channel matrix where |A| = n and |O| = m.

KLMD( M, p ) =
1

n(n−1) ∑
a �=b∈A

p(a) p(b) DKL(
−→
Ra || −→Rb) (8)

KLSD( M, p ) =
√

∑
a∈A

p(a) DKL(
−→
Ra || −−−−→Meanp)2 (9)

where

- DKL is the Kullback-Leibler distance (know also as relative entropy)
-
−→
Ra denotes the matrix row associated to input a

-
−−−−→
Meanp is the mean distribution with respect to the prior distribution p. Meanp(o)=
∑a p(a) p(o|a).

In addition to mean difference and standard deviation, we tried other statistical dis-
persion measures such as variance but the most promising empirical results were ob-
tained with the selected two measures. On the other hand, the choice of relative entropy
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is motivated by the fact that in information theory, the divergence between two proba-
bility distributions is given by the relative entropy. We tried also to use Euclidean norm
but again the empirical results were clearly better with relative entropy. That said, our
plans for future work include the investigation of other statistical dispersion measures
and probability distribution metrics and different combinations of them.

The measures (8) and (9) have a geometric flavor and they are based on relative
entropy. Interestingly, we could establish a link between a variant of KLSD and the
classical mutual information notion. This gives an interesting geometrical interpretation
to mutual information. To the best of our knowledge, this fact has not been mentioned
in the literature so far.

Theorem 1.
I(A;O) = ∑

a
p(a) DKL(

−→
Ra || −−−−→Meanp)

Proof.

∑
a

p(a) DKL(
−→
Ra || −−−−→Meanp) = ∑

a
p(a)∑

o
p(o|a) log(

p(o|a)
Meanp(o)

)

= ∑
a

p(a)∑
o

p(o|a) (log(p(o|a)− log(Meanp(o)))

=
(

∑
a

p(a)∑
o

p(o|a) log(p(o|a))
)

−
(

∑
a

p(a)∑
o

p(o|a) log(Meanp(o))
)

= −∑
a

p(a)H(
−→
Ra)−

(

∑
o

∑
a

p(a)p(o|a) log(Meanp(o))
)

= −∑
a

p(a)H(
−→
Ra)+ H(

−−−−→
Meanp)

= H(
−−−−→
Meanp)−∑

a
p(a)H(

−→
Ra)

= H(O)−H(O|A)
= I(A;O) (10)

4.1 Empirical Analysis

To see how these new measures compare to mutual information and Smith’s min-entropy
information leak, we performed empirical study on Crowds [2], Onion-routing [3], and
ring-based DC-Net [4] anonymity protocols under the collaborators attack [2,23]. Two
types of experiments are performed. The first experiment aims at showing how the dif-
ferent measures behave as the capabilities of the attacker increase. The second experi-
ment focuses rather on the impact of changing the a priori distribution on the different
measures.

For Crowds, the experiment consists in considering a crowd of 20 users, a fixed prob-
ability of forwarding of 0.8 and then computing the different measures while increasing
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Fig. 1. Comparison of the four different measures on three protocols under collaborators attack
while increasing the number of collaborators

the number of collaborators from 2 to 19. The upper left plot of Figure 1 shows how
the four measures behave. The upper right plot of the same figure shows the result of
the same experiment but on Onion-routing (20 users and the number of collaborators
increasing from 3 to 19). For the ring-based DC-Net an attack with more than 2 collab-
orators is difficult to analyze. To avoid dealing with this complexity, a slightly different
experiment is carried out which consists in fixing the number of collaborators to 2 and
decreasing the number of users from 19 to 3. This is equivalent to increasing the attacker
capabilities. The results are depicted in the lower left plot of Figure 1.

A good information leak measure should be sensitive to the increase of the attacker
capabilities. If the number of collaborators increases, for instance, this should be re-
flected by the measure. Overall, min-entropy information leak is the more sensitive to
the attacker capabilities increases. For Crowds and Onion-routing, KLMD is interest-
ingly sensitive to the attacker capabilities modification. For all protocols mutual infor-
mation and KLSD behave very similarly. This can be explained by the Thoerem 1.

In experiment 2, we fix the attacker capabilities and play on the a priori distribution.
For each protocol, the different measures are computed for different a priori distribu-
tions starting from a distribution peaked in one input and then flattering until reaching
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Fig. 2. Comparison of the four different measures on three protocols under collaborators attack
using different a priori distributions

the uniform distribution. The lower left plot of Figure 2illustrates the distributions graph-
ically. It is easy to see from the rest of plots of Figure 2 that the min-entropy information
leak is very sensitive to the a priori distribution unlike the other measures. This does not
constitute a desirable property for an anonymity measure. Indeed, generally, the a priori
distribution is not assumed to be known and hence a good anonymity measure should be
as independent as possible from that distribution. Such good measure should be deter-
mined uniquely by the matrix. Dependence on the a priori distribution has always been
an argument against the MAP rule because this makes it look as an artificial rule. The
fact that min-entropy information leak measure is inspired by the MAP probability of
error explains the sensitivity of this measure with respect to the a priori distribution as
depicted in Figure 2. The rest of the measures: mutual information, KLMD, and KLSD
are more stable when the a priori distribution changes.

To further see how each measure behaves for each protocol under the collaborators
attack, we combined the results of experiment 1 and experiment 2 in a single 3-d chart.
Figure 3 illustrates the measures for Crowds: the x axis represents the a priori distribution,
the y axis the number of collaborators and the z axis the different measures values. Note
that on the x axis, only the min-entropy information leak values increase considerably
while on the y axis, the slope is neat for all measures, in particular the KLMD measure.
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5 Re-executing the Protocol Multiple Times

Most of anonymity attacks are passive attacks in the sense that they don’t draw attention
to themselves and consequently may continue for a long period of time. In particular,
a collaborators attack that last for a long period of time may detect several messages
from the same session (initiated by the same user). If the path used in that session does
not change, then the collaborators will not gain additional information even if the attack
lasts forever because it is always the same user which is detected. However, protocols
such as Crowds, Onion-routing, and Hordes change their paths periodically because
some users join the protocol, some others leave and also to improve the performance
of the protocol by balancing the load among all users. By changing the path during
the same session, the collaborators will have more information to identify the initiator
since several users will be detected and it is easy to see that the true initiator will be more
likely to be detected than any other user. The same situation happens if the path is fixed
but the set of collaborators (compromised users) change periodically which corresponds
to a second variant of the collaborators attack called called Roving adversary [24].

From an information theoretical standpoint, changing the path several times during
the same session can be regarded as re-executing the protocol several times with the
same input. Since an anonymity protocol is typically represented as a noisy channel,
re-executing the protocol will yield to a sequence of possibly different observations. It
is assumed that the protocol is memoryless, that is, each time it is re-executed, it works
according to the same probability distribution, independently from what happened in
previous sessions.
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Let a ∈ A be the input and suppose that the protocol is re-executed k times with
the same input a. The attacker has to infer the input a based on the k observations she
obtains. Let −→o denotes the sequence of k observations o1,o2, . . .ok. The total number
of possible sequences is :

ns =
(m+ k−1)!
k! (m−1)!

where m = |O| is the number of observations. The probability of an observation se-
quence −→o given an input a is :

p(−→o | a) = Πk
i=1 p(oi|a).

Re-executing the protocol k times can be represented by a bigger channel matrix
where the n inputs a1,a2, . . . ,an are arranged by rows and the ns possible sequences−→o1 ,

−→o2, . . . ,
−→ons are arranged by columns. The probability at row i and column j repre-

sents p(−→o j |ai).
Let fk be a decision function adopted by the attacker to infer the input from the

sequence of k observations. Similarly to the the single execution case, there are mainly
two types of decision functions: one based on the MAP rule and one based on ML rule.
A MAP rule based decision function returns the input that maximizes the a posteriori
prbability :

p(a|−→o ) =
p(−→o |a) p(a)

p(−→o )
.

That is,

fk(−→o ) = a ⇒ p(−→o |a)p(a) ≥ p(−→o |a′)p(a′) ∀a′ ∈ A.

According to the ML rule, the decision function returns the input that maximizes the
likelihood p(−→o |a). That is,

fk(−→o ) = a ⇒ p(−→o |a) ≥ p(−→o |a′) ∀a′ ∈ A.

Hence the probability of error after k executions according to the MAP rule is:

1−∑−→o
max

a
(p(−→o |a)p(a)).

According to ML rule, it is:

1−∑−→o
max

a
(p(−→o |a))p(a).

In the same spirit as the new anonymity measures introduced in Section 4, we pro-
pose an alternative decision function based on how close −→o is from the channel ma-
trix’s rows. Let f req(−→o ) be a vector composed of the frequencies of each o in −→o .
f req(−→o ) can be seen as a probability distribution on O and consequently a point in the
m−dimentional space. Hence, we can think of a decision function that chooses the input
a whose row is the closest to the point associated to f req(−→o ). The proposed decision
function is as follows:

fk(−→o ) = a ⇒ DKL(
−→
Ra || f req(−→o )) ≤ DKL(

−→
Ra′ || f req(−→o )) ∀a′ ∈ A
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where DKL(· || ·) is the KL divergence (relative entropy).
The probability of error based on this decision function is:

1−∑−→o
p(−→o |amin−→o ) p(amin−→o )

where
∀−→o , amin−→o = argmin

a
DKL(

−→
Ra|| f req(−→o )).

To compare these probabilities of error, we did a set of empirical experiments on
Crowds protocol. We considered a Crowds protocol (8 users, 2 collaborators, and p f =
0.9) and a set of a priori distributions ranging from a distribution peaked in 2 inputs
to the almost uniform distribution as shown in the lower right plot of Figure 4. The
experiment consists in repeating the execution of the protocol 1 time, 2 times, etc. until
8 times and seeing how the 3 probabilities of error compare to each others. Each plot
of Figure 4 shows the result of the experiment for a different a priori distribution. The
first plot (upper-left), for instance, corresponds to the distribution peaked in two inputs.
In all plots, the probabilities of error are decreasing. This is expected because the more
the protocol is re-executed, the less uncertain the attacker will be about the input.
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The only exception concerns the probability of error with ML as the 3 first plots
exhibit a strange situation where an increase in the number of re-executions yields to
a larger probability of error which is clearly counter intuitive. This can be explained
by the inconsistent values of ML probability of error in some extreme situations as
discussed in Section 3.1.

According to Figure 4, MAP rule yields the best decision function. This confirms
a result in [9] stating that even when the protocol is re-executed, the MAP rule based
decision function remains the best. As of the probability of error we proposed, accord-
ing to Figure 4, it is not minimal but it is more reliable than ML. Also, from the same
figure we can note that as the a priori distribution approaches the uniform distribution,
the different probabilities of error become almost the same.

6 Conclusion

In this paper we have investigated a new idea of measuring the information leaked by a
protocol by analyzing the vector configuration of the channel probabilities matrix. We
considered each row of the matrix as a point in the n-dimensional space and we used
statistical dispersion measures to estimate how much the points are scattered in the
space. Empirical results showed that the two proposed measures KLSD and KLMD are
sensitive to the modifications of the attacker capabilities and most importantly they are
stable when the a priori distribution on the secret events changes. In the light of this sec-
ond property, we strongly think that this new approach holds the promise of much less
dependence on the a priori distribution on secret events. On the other side, compared
to existing information-theoretic anonymity measures ([6,?]) which focus on the lack
of information that an attacker has about the identities of users, the proposed approach
focuses rather on the capability of the protocol to disguise this information given the
attacker’s knowledge about the observables. In other words, we focus on the difference
between the a priori and a posteriori distributions and not on analyzing the a posteri-
ori distribution only. This makes our approach more general. We mention also that the
proposed measures are easy to compute compared for instance to channel capacity.

In this paper, we compared the proposed measures with mutual information by trying
them on Crowds, Onion-Routing, and DC-Net protocols. It turns out that the channel
matrices for these particular protocols are symmetric and hence the capacity reaches its
maximum in the uniform distribution. We plan to carry out comparisons on other proto-
cols and attack scenarios where capacity reaches its maximum in a non-uniform distri-
bution. It is important to mention however that in order to fairly compare the proposed
measures as well as Smith’s measure with Capacity, one has to find the distribution that
maximizes every one of these measures. This is part of our future work.

In both proposed measures, we used relative entropy (or Kullback-Leibler diver-
gence) to compute the “distance” between two probability distributions (rows the ma-
trix). Our plans for future work include the investigation of other statistical dispersion
measures such as average (mean) deviation and interquartile range and also other prob-
ability distribution metrics such as Hellinger distance and Levy metric [25]. Our goal is
to find the best combination of statistical dispersion measure and probability distribu-
tion metric that reveals the connection between the vector configuration of the matrix
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and the information leaked. We plan also further analyze the proposed family of mea-
sures when applied on other anonymity systems, in particular Mix-based ones [26] and
Tor [27].
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16. Tóth, G., Hornák, Z., Vajda, F.: Measuring anonymity revisited. In: Liimatainen, S., Virtanen,
T. (eds.) Proceedings of the Ninth Nordic Workshop on Secure IT Systems, Espoo, Finland,
pp. 85–90 (November 2004)

17. Edman, M., Sivrikaya, F., Yener, B.: A combinatorial approach to measuring anonymity. In:
2007 IEEE Intelligence and Security Informatics, pp. 356–363 (2007)

18. Chatzikokolakis, K., Palamidessi, C., Panangaden, P.: On the bayes risk in information-
hiding protocols. Journal of Computer Security 16(5), 531–571 (2008)

19. Clark, D., Hunt, S., Malacaria, P.: Quantitative analysis of the leakage of confidential data.
Electrical Notes in Theoretical Computer Science 59, 238–251 (2001)

20. University of Oxford: Prism, http://www.prismmodelchecker.org
21. Chatzikokolakis, K.: Probabilistic and Information-Theoretic Approaches to Anonymity.

PhD thesis, Laboratoire d’Informatique (LIX), École Polytechnique, Paris (October 2007)
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