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Abstract. Effective monitoring of multi-domain Grid networks is essential to 
support large operational Grid infrastructures. Timely detection of network 
problems is an essential part of this monitoring. In order to detect the problems, 
access to network monitoring data that exists in multiple organisations is neces-
sary. This paper presents an Alarms Service that supports monitoring of such 
multi-domain Grid networks. The service allows timely detection of networking 
problems based on pre-defined, user-configurable conditions. The requirements 
gathered from real users for monitoring the networks are discussed. The paper 
shows how multi-organisation data access is resolved with the use of a stan-
dards-based access mechanism. The architecture of the Alarms Service is dis-
cussed, providing the reasons behind the design decisions where appropriate. A 
description of the current implementation of the Alarms Service and its de-
ployment is provided. 

Keywords: Alarms, multi-domain networks, Grid, federated networks, network 
monitoring, Network Monitoring Working Group (NM-WG). 

1   Introduction 

Grid infrastructures rely on networks as a fundamental component. Large Grid infra-
structures are typically composed of many different federated network domains, cov-
ering local campus networks, National Research and Education Networks (NRENs), 
and continental scale research networks such as GÉANT2. Effective monitoring of 
these federated networks is fundamental in maintaining efficient operational Grids. 
However, different network domains are typically heterogeneous in both their admini-
stration and operation, and may be monitored using a variety of different software 
tools. Access to the network monitoring data gathered within each domain by these 
different tools is essential to provide a Grid-wide view of network health. 

Our previous work [1] focused on providing access to heterogeneous federated 
network monitoring data, making use of standards developed by the OGF Network 
Measurements Working Group (NM-WG) [2]. During the course of this work it be-
came clear that there was a strong requirement for alarms to be raised based on the 
network status. Grid and network operators need access to network monitoring data to 
diagnose problems in the network, but just as importantly they need alarms to notify 
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them of such problems as soon as they occur. Therefore, we have developed a soft-
ware framework that accesses network monitoring data, analyses the data collected, 
and raises alarms based on pre-defined, user-configurable conditions. We call this 
software framework the “Alarms Service”. The service allows the timely detection 
and trouble-shooting of networking problems, reducing the chances of users of  
the networks encountering the problems (or symptoms of the problems) before the 
operators. 

The requirements for the Alarms Service described in this paper have been largely 
gathered from members of the Large Hadron Collider Optical Private Network 
(LHCOPN) [3]. The architecture developed uses sources of data such as those  
provided by perfSONAR [4], and uses NM-WG standards to access the data. An im-
plementation of the Alarms Service has been developed based on this architecture to 
monitor the LHCOPN and to obtain feedback from network operators and other  
potential users. 

This paper describes various technical aspect of the Alarms Service. The remainder 
of the paper is organised as follows. Section 2 describes the motivation behind the 
work; section 3 highlights the requirements gathered from the users and network op-
erators; section 4 provides a detailed description of the architecture; section 5 de-
scribes the current implementation; section 6 mentions the present deployment; and 
finally section 7 provides conclusions and future work. 

2   Motivation 

The motivation for the Alarms Service work came from speaking to various network 
operators during our previous work. The discussions revealed that it is both unrealistic 
and too demanding for operators of Grid and Network Operating Centres (GOCs and 
NOCs respectively) to continuously monitor their networks using historical data. 
They require an alarm system that is capable of alerting them to networking problems 
as they arise. These problems can then be investigated in detail using the other tools 
available to them. 

Since the different parts of a federated network belong to different organisations, 
the first issue that operators face is how to access network monitoring data from other 
organisations, for example SNMP access to remote routers is not allowed. Due to 
such data access issues, it is difficult to use off the shelf alarm systems. The data ac-
cess mechanism used by the Alarms Service is therefore a fundamental part of its ar-
chitecture, providing a solution to the problem of cross-domain data sharing. 

Network operators do not want to be restricted in their choice of network monitor-
ing framework. This presents another issue to be solved in order to gain access to the 
monitoring data that is necessary to analyse for alarms conditions. That is, how to ac-
cess monitoring data collected by heterogeneous monitoring frameworks. Clearly, a 
standard interface such as the one developed by the NM-WG group is necessary. 

Even with a standard interface, access to data sources at different locations and be-
longing to various organisations is necessary. This requires knowledge about the loca-
tion of relevant data sources, access restrictions and so on. 

A combination of different data sources is necessary to monitor certain alarm con-
ditions. For example, router output packet drops may be stored in one data source 
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whilst utilisation is stored in another. A combined analysis of monitoring data for the 
two metrics is necessary, for example, to work out whether there is some network 
fault, rather than high utilisation, causing output drops. The necessary integration of 
these data sources is not trivial in a Grid or a federated network. 

The above factors led to a ground-up development of an alarms framework. Prior 
to commencing the development work more specific user requirements were gathered. 

3   Requirements 

A list of prioritized alarm conditions were gathered from the operators of the 
LHCOPN. Indeed, the LHCOPN will be the first user of the Alarms Service. The 
most important conditions were determined to be as follows: 

1. Routing Alarm: If the path, as determined by traceroute [5], changes and there are 
no network links down between the source and destination, then raise an alarm. 

2. Routing Out of Network Alarm: If the path changes and one of the hops is outside 
the preferred (federated) network, then raise an alarm. 

3. Interface Errors Alarm: If a router interface has input errors at a rate above a 
threshold then raise an alarm. 

4. Interface Congestion Alarm: If a router interface drops packets at a rate above a 
threshold, whilst the link utilisation is below another threshold, then raise an alarm. 

LHCOPN stated that the Routing Alarm is the most important since no suitable 
tool is available to monitor this condition. This alarm would indicate a possible re-
route over another Tier11 site, thereby overburdening that site and affecting the net-
work performance. 

The Routing Out of Network Alarm was also indicated as essential, since this 
would signal that the network traffic is being routed outside the fast (10 Gbps) Optical 
Private Network (OPN) and there will be a significant performance degradation. 
There are also issues such as security, confidentiality and violation of Service Level 
Agreements (SLAs) to consider when such a routing problem occurs. 

The Interface Errors Alarm was indicated as essential since it flags circuit errors 
that need to be investigated by the Network Operation Centres (NOCs). The 
LHCOPN needs to sustain very fast (several Gbps) data flows to support the transfer 
of the huge amount of data produced by the LHC at the Tier0 site at CERN to the 
Tier1 sites. If there are any interface errors then this will lead to packet drops, making 
it difficult to achieve the required performance. 

The Interface Congestion Alarm was indicated as useful as this would indicate 
other network faults, apart from high network utilisation, causing output drops and 
thereby impacting data flow speed. 

Further requirements for an Alarms Service were generated with the help of the 
LHCOPN as well as DANTE [6] and WiN-Labor [7]. In addition to the alarm condi-
tions themselves, these include requirements that the status of the alarms MUST [8] 
be accessible via a web-based dashboard, and that an alarm SHOULD display what 

                                                           
1
 Note that data from CERN, i.e., Tier0, gets distributed to first level processing and storage 
centres called Tier1. 
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action is to be pursued to solve the problem. Users SHOULD be notified of alarms 
when they arise, for example via email. Another important requirement is that the 
alarm conditions as well as their threshold values MUST be configurable. Due to the 
distributed nature of the network monitoring data on which the alarms are raised, the 
alarm service MUST be able to access multiple data sources. The history of alarms 
SHOULD be available. 

4   Architecture 

4.1   Overview 

The above motivating factors and requirements led to the development of the archi-
tecture shown in Fig. 1. 
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Fig. 1. The Alarms Service Architecture 

The Alarms Service expects to utilise various external sources of network meas-
urement data, known as Measurement Archives (MAs), shown in dotted lines in  
Fig. 1. The data may be obtained from an MA on request via the MA Query Interface; 
or alternatively by allowing a data source to send status updates via the MA Notifica-
tion interface. This latter case is especially interesting if the data source already does 
some processing of the underlying measurement data, and is able to determine if there 
is a problem itself. The data received by the MA Query Interface and the MA Notifi-
cation Interface is fed into the Pre-Conditioner component for cleaning. The Pre-
Conditioner performs various tasks such as removal of any outliers (i.e., a single 
measurement can be significantly off the norm and does not qualify for an alarm to be 
raised) [9] and then presents data to the Current Status Analyser. The Current Status 
Analyser uses the cleaned up measurement data along with the configuration details 
(e.g., alarm conditions and how often to analyse) to check whether an alarm condition 
has been reached. When an alarm condition is reached, the Current Status Analyser 
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informs the Alarm Analyser. The Alarm Analyser checks the Recent Status History 
store to detect whether it is a new alarm, if it was already detected or if an existing 
alarm is not valid anymore. The Alarm Analyser can also be used to detect conditions 
such as flapping (i.e., when an alarm rapidly changes state between on and off). The 
Alarm Analyser informs registered notifiers about status changes (new, update or re-
move alarm). Multiple notifiers, implementing the Status Notifier interface, fulfil dif-
ferent purposes. Examples include the archival of the alarm history in a database, the 
email notification of appropriate people about new alarms, and the display of the cur-
rent alarm status on a web page. 

The architecture is both flexible and extensible. It allows the use of multiple data 
sources, new alarm conditions via an alarms configuration file, and different notifica-
tion mechanisms (e.g., SNMP traps). 

As shown in Fig. 1 (by the shaded regions), the architecture conceptually consists 
of three main functional blocks: Query, Analysis and Status Notification. These func-
tional blocks are discussed below. In order to help the discussion an analysis of the 
metrics necessary to monitor the alarms conditions and where to get the data for these 
metrics is presented. The NM-WG schema used is also discussed. 

4.2   Metrics and Measurement Archives 

In order to detect the alarm conditions it is necessary to monitor many different met-
rics; for example, route-changes, network link status, router packet drops and network 
link utilisation. These metrics are monitored by different tools and then made avail-
able through Measurement Archives (MAs). The Alarms Service has to be able to ac-
cess the different MAs to obtain the required measurement data. 

For instance, to monitor the Routing Alarm condition, it is necessary to obtain data 
about route-changes and network link status. The route-change information can be ob-
tained from the perfSONAR Hades system [10]. Hades returns data based on 
traceroute measurements.  However, to obtain information on the network link status 
it is necessary to access another MA; in this case the perfSONAR E2E Link Man-
agement system [11]. The E2E Link Management System supplies information on the 
status of an end-to-end network link by aggregating information from each segment 
of the path. 

Similarly, to monitor the Interface Errors Alarm the Alarm Service requires data 
for router interface errors, whilst to monitor the Interface Congestion Alarm, data for 
router packet-drops and link utilisation are needed. This data can be accessed via a 
perfSONAR RRD MA [4], available as part of the perfSONAR MDM bundle. It is 
quite possible that each network administrative domain provides its own MA for its 
own routers; therefore the Alarms Service needs to be capable of accessing several 
different MAs simultaneously. 

4.3   NM-WG Schema 

As identified when discussing the motivation for this work, accessing different MAs 
is facilitated by the use of standard interfaces wherever possible, which in this case 
means interfaces following the schema defined by the OGF NM-WG [2]. These  
are XML schemas, which are defined for information such as the subject of a  
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measurement (e.g., a network path or router interface), the metric measured (e.g., link 
utilisation or round-trip time), the time of a measurement, and the measurement data 
itself. The schemas are used by the Alarms Service to send a Request for particular 
measurement data, and then receive the corresponding Response containing the data, 
sent by an MA. 

4.4   Query 

Referring back to Fig. 1, one of the three main functional blocks of the architecture 
is the Query block, which is responsible for accessing various data sources and  
obtaining measurement data for metrics of interest. The Query block consists of  
an MA Query Interface (to “pull” data) and an MA Notification Interface (to  
“push” data). 

The MA Query Interface uses the NM-WG schema to request and retrieve meas-
urement data. More specifically, MA data is accessed via an NM-WG Web service in-
terface. The use of this standard interface enables uniform access to heterogeneous 
MAs such as the perfSONAR RRD MA and perfSONAR Hades MA. Even though 
the data required by the current Alarms Service can be accessed via this NM-WG in-
terface (since all necessary MAs provide such an interface) the architecture is flexible 
enough to add an MA query interface for non-NM-WG compliant data sources. 

The MA Notification Interface is designed to allow the measurement data sources 
to push their data, or potentially aggregated measurements, to the Alarms Service. 
The idea behind this is that the Alarms Service a) does not need to pull data at regular 
intervals and b) can be used to combine pre-processed measurement data or even 
alarms from other systems. 

4.5   Analysis 

The components in the Analysis functional block form the Alarms Engine. The 
Alarms Engine consists of Pre-conditioner, Configuration Parser for rules, the Current 
Status Analyser and the Alarm Analyser. The engine is based on a user-configurable 
rules-based system. Rules provide a natural way to define alarms and are used in 
many different alerting systems (e.g., for monitoring values of shares in a stock mar-
ket). Within the Alarms Service, they give flexibility in defining the conditions when 
an alarm should be raised. The user can define these conditions without using other 
programming skills, allowing them to be easily fine-tuned as part of routine mainte-
nance. An ad hoc mechanism could have been used, but that would have “reinvented 
the wheel” and could have led to usability issues. The alarm rules are defined using 
the following structure: 

 
rule "<rule name>" 

  when 
   <parameterised alarm condition> 
  then 
   <consequence> 
 end 
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An example of a rule specifying an Interface Congestion Alarm is shown below: 
 

 rule "Interface Congestion" 
  when 
   A router has output drops > "0" but utilisation is < "80" percent 
  then 
   Log : "Router has output drops" 
   Raise InterfaceCongestionAlarm 
 end 
 

The Alarms Engine triggers the querying of all configured MAs at user-defined in-
tervals. It first constructs the query for each measurement subject and metric to be 
sent to the associated MA. After having retrieved the monitoring data for these via the 
NM-WG Web service interface, it then packs the data into internal data containers. 
The data in these containers is compared against the user-configured alarm rules 
within the Current Status Analyser. If the measurement data satisfies the condition of 
a rule, this rule gets activated and the associated data (subject, metric, alarm condi-
tion) is compiled and forwarded to the Alarm Analyser. The Alarm Analyser is  
designed to compare the raised alarm against the previous history of the subject in 
question, and to decide if the alarm should be raised via the Status Notification (see 
next section) or not. The Alarms Analyser resets an alarm if its condition is no longer 
there. 

The separation between analysing the current status and the status history of a  
subject allows the detection of certain patterns, e.g. flapping between two states. 

4.6   Status Notification 

A status notification mechanism is provided to plug-in different notification methods. 
For example, status notifiers can be implemented to send emails, implement SNMP 
traps, write to web interfaces or integrate with a network weather-map system. 

Concrete implementations of this interface register with the Alarm Analyser (de-
scribed above). The interface provides three different types of notifications to declare 
if an alarm for a subject is “new”, “updated” or “cleared”. It is then up to the concrete 
notification implementation to process or ignore an alarm, depending on the type of 
notification. 

5   An Implementation 

The Alarms Service described above is implemented using the Java programming 
language. Java provides portability to different platforms and good performance. 

The NM-WG requests and responses are implemented as described in [1].  The 
NM-WG client shown in the architecture uses Apache Axis2 to submit XML requests 
conforming to the NM-WG schema. Similarly, XML responses received are checked 
for compliance with the NM-WG schema prior to further processing. 

The Alarms Engine uses Drools [12] to implement a rules-based system. The alarm 
rules specify which state of the measurement data containers resembles an alarm  
condition. However, this would lead to a low-level, programming-like configuration 
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syntax, which would not be particularly user-friendly. Hence, the “Domain Specific 
Language” feature of the Drools library is used to create a more natural and user-
friendly configuration language. This language is designed to read like a normal Eng-
lish sentence (e.g., A router has output drops > "0") and is automatically 
mapped to the actual internal rules code, lowering the learning curve for the configu-
ration significantly. 

 

Fig. 2. Nagios web dashboard showing two alarms (replicated for clarity in the zoomed area) 
being raised (marked as “CRITICAL”) for the GÉANT network 

In order to help monitor the LHCOPN, an early version of the Alarms Service has 
been produced and released. This version is capable of monitoring the four alarm 
conditions described in this paper. It displays alarms on a Nagios-based [13] web 
dashboard (see Fig. 2). Email notifications can also be delivered via Nagios. Note that 
the Alarms service is an independent, Java application that is only loosely coupled 
with Nagios. This allows us to support in the future other web-based and notification 
mechanisms, as required. 

Of the components in the architecture shown in Fig. 1, the pre-conditioner, the 
Alarms Archive, the Recent Status History and the MA Notification Interface have 
not been implemented yet. The pre-conditioner is delayed until there is a clear re-
quirement for it.  For example, whether “false positives” (i.e., an alarm being raised 
when there is no reason to do so, which may be due to a data anomaly) are noted in 
practice. See the deployment section for more on false positives. If Nagios is used as 
the web interface then the Alarms Archive is not required. This is because Nagios 
maintains its own alarms archive (Nagios refer to this as “Alert History”). The Recent 
Status History is also not implemented, as again Nagios maintains its own recent  
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status. The Measurement Archive Notification Interface has not been implemented  
yet as none of the MAs currently used to supply data are capable of sending  
notifications – they all require active queries. 

6   Deployment 

The early version released [14] is currently deployed to monitor the first few Tier1 
sites of the LHCOPN that currently supply monitoring data. More sites, including the 
Tier0 (CERN), will be added to the deployment of this Alarms Service as and when 
data become available from them. The deployment is carried out and maintained by 
the DANTE Service Desk. This version is successfully monitoring and raising rele-
vant alarms for the configured network paths and router interfaces. So far no false 
positives have been noted from this deployment. 

The same version of the Alarms Service has successfully been deployed by the au-
thors at EPCC to monitor some of the networks for which data is publically available, 
for instance the GÉANT2 and GARR networks. 

7   Conclusion and Future Work 

This paper introduced an Alarms Service for monitoring multi-domain Grid net-
works. The service uses a flexible architecture to address the requirements gathered 
from the users and operators of such networks. The service uses an NM-WG standard 
interface to reduce the complexities of accessing monitoring data from heterogeneous 
sources. The service also uses a rules-based user configurable alarms definition 
mechanism. It is envisaged that with the adoption of the Alarms Service by underly-
ing network infrastructures – such as the LHCOPN – large Grid infrastructures will 
benefit from smoother operations with timely troubleshooting. 

At present, the Alarms Service has been deployed to monitor the LHCOPN. Pro-
jects such as GÉANT3 and DEISA2 [15] have noted an interest in the evaluation of 
the Alarms Service as part of their multi-domain network monitoring solution. Based 
on the deployments and interest, some of the unimplemented architectural compo-
nents and other capabilities may get added to the Alarms Service. 
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