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Abstract. A distributed joint routing and spectrum sharing algorithm for video
streaming applications over cognitive radio ad hoc networks is proposed in this
article. The proposed cross-layer control scheme dynamically allocates routes,
spectrum and power to maximize the network throughput under the constraints
posed by delay-sensitive video applications. The algorithm evaluates the expected
delay of competing flows in single-hop and two-hop networks considering the
time-varying spectrum condition and occupancy, traffic characteristics, and the
condition of queues at intermediate nodes. Simulation results show that the pro-
posed algorithm significantly reduces the packet loss rate and improves the aver-
age peak signal-to-noise ratio (PSNR) of the received video streams.

Keywords: Cross-layer design, spectrum sharing, video streaming, cognitive
radio.

1 Introduction

Cognitive1 radio [1] [2] is a promising technology to increase the utilization efficiency
of the existing radio spectrum. In a cognitive radio network, users access the existing
wireless spectrum opportunistically, without interfering with existing users. A key chal-
lenge in cognitive radio networks is the design of efficient spectrum sharing algorithms,
which enable wireless devices to opportunistically access portions of the spectrum as
they become available. Consequently, techniques for dynamic spectrum access have
received significant attention in the last few years, e.g., [3] [4] [5] [6].

Most recent work in this area, however, has focused on infrastructure-based single-
hop cognitive radio networks. Conversely, in cognitive radio networks with multi-hop
communication requirements (i.e., cognitive radio ad hoc networks [7]), the dynamic
nature of the radio spectrum calls for the development of novel spectrum-aware rout-
ing algorithms. Spectrum occupancy is in fact location-dependent, and therefore the
available spectrum bands may be different at each relay node in a multi-hop path.
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1-0063.
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The availability of cognitive and frequency agile devices thus motivates research
on new algorithms and models to study cross-layer interactions that involve spectrum
management-related functionalities, routing, and the characteristics of application-layer
traffic. Recent work has started investigating cross-layer optimizations for cognitive ra-
dio networks. In [8], Hou et al. formulated a cross-layer optimization problem for a
network with cognitive radios, whose objective is to minimize the required network-
wide radio spectrum resource needed to support traffic for a given set of user sessions.
The problem is formulated as a mixed integer non-linear problem (MINLP), and a se-
quential fixing (SF) algorithm is developed where the integer variables are determined
iteratively via a sequence of linear programs, which provides a near-optimal solution to
the original problem. However, the proposed solution is centralized, while distributed
solutions are needed in ad hoc networks without centralized control, which makes joint
routing and distributed spectrum allocation still a largely open problem.

In addition to this, no previous work has to the best of our knowledge investigated the
interdependencies between routing, dynamic spectrum allocation, and the application-
level characteristics of the traffic to be transmitted. For this reason, in this paper we
concentrate on delay-sensitive applications such as real-time video streaming, where the
final user needs to receive the transmitted information within a certain delay bound. This
directly impacts the design of optimized communication protocols, since maximizing
the network throughput, which is a reasonable objective for elastic traffic, does not
necessarily lead to improved Quality of Service (QoS) in terms of video distortion with
video traffic [9].

Some recent paper have investigated joint routing and dynamic channel selection
[10] [11] [12] for delay-sensitive applications. However, these papers do not consider
the complex issue of power control, which is jointly addressed in our work. In addition,
the algorithms in these work are based on the so-called protocol model [13] in which
two links either interfere destructively or do not interfere at all. Although simple, this
model fails to capture the cumulative effect of interference. Conversely, our work as-
sumes a richer interference model, which provides a comprehensive representation of
radio interference. For example, it accounts for the fact that advanced transmission tech-
niques such as code-division multiple access (CDMA) [3] [14] [15] allow concurrent
co-located communications so that a message from node i to node j can be correctly
received even if there is a concurrent transmission close to j.

Based on the above considerations, we propose a new cross-layer control scheme that
jointly addresses the routing, dynamic spectrum assignment, scheduling and power allo-
cation functionalities under the delay constrained imposed by stream packetized video
content over cognitive radio ad hoc networks. The objective of the proposed algorithm
is to allocate resources efficiently, distributively, and in a cross-layer fashion. We focus
on real-time and computationally efficient spectrum allocation and routing algorithms.
Our algorithm is practically and distributively implementable and provides performance
guarantees. Our preliminary results show how a cross-layer solution that addresses rout-
ing and spectrum allocation jointly, and with additional delay constraints, outperforms
approaches where routes are selected independently of the spectrum assignment, with
moderate computational complexity.
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The remainder of this paper is organized as follows. In Section 2, we introduce the
system model. In Section 3, we state the problem and propose a distributed solution in
detail. Section 4 presents simulation results. Finally, Section 5 concludes this paper.

2 System Model

Let the multi-hop wireless network be modeled by a directed connectivity graph G(V ,
L), where V = {v1, ..., vN} is a finite set of wireless nodes, with N = |V|, and (i, j) ∈
L represent a unidirectional wireless link from node vi to node vj (referred to also
as node i and node j, respectively, for simplicity). We assume G is link symmetric,
i.e., if (i, j) ∈ L, then (j, i) ∈ L. We assume that every node in the spectrum agile
network is equipped with a reconfigurable transceiver and a scanner. The transceiver
can tune to a set of contiguous frequency bands [f, f + Δfi], where Δfi represents the
bandwidth. There are F minibands for data communication in the network, denoted by
the set F = {1, 2, ..., F}. The bandwidth of each miniband is w. A common control
channel (CCC) is used by all network nodes for spectrum access negotiation, and is
assumed to be time slotted. Each node that has packets to send contends for spectrum
access on the control channel fcc, where fcc /∈ F . All nodes in the network exchange
local information on the common control channel.

Let the traffic demands consist of a set S = 1, 2, · · · , S, where S = |S|, of unicast
sessions. Each session s ∈ S is characterized by a fixed source-destination node pair.
We indicate the arrival rate of session s at source node i as λs

i , and with Λ the vector
of arrival rates. Each node maintains a separate queue for each session s for which it is
either a source or an intermediate relay. At time slot t, define Qs

i (t) as the number of
queued packets of session s waiting for transmission at node i.

At the application layer, the video stream is encapsulated in a sequence of video
packets. We classify the video packets into unequal importance levels according to the
dependencies introduced by the encoding algorithm, such as MPEG [16], H.264/AVC
[17], H.264/SVC [18]. There are three basic common types of coded frames: (1) intra-
coded frames (I-frames), where the frames are coded independently of all other frames;
(2) predictively coded (P-frames), where the frame is coded based on a previously coded
frame; and (3) bi-directionally predicted frames (B-frames), where the frame is coded
using both previous and future coded frames. Each frame must be delivered and de-
coded by its playout time, therefore the sequence of frames has an associated sequence
of deliver/decode deadlines. Any data that is lost in transmission cannot be used at
the receiver. Furthermore, any data that is received after a playout deadline is useless.
Specifically, any data that arrives after its decoding and display deadline is too late to
be displayed. Therefore, each frame should be delivered and decoded by its playout
deadline.

2.1 Prioritized Queuing

Each node maintains a separate queue for each session s for which it is either a source or
an intermediate relay. Assume that for session s, there are T deadlines {t1, t2, ..., tT }.
Packets with a common decoding deadline are organized into one group. Groups are put
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in the increasing order of their deadlines. Hence, after reorganization, we have T groups
in the queue for s. Each group may contain video packets with different importance
levels.

Define Qs,P
i as the prioritized queue value of session s waiting for transmission at

node i. The prioritized queue value is calculated as follows:

Qs,P
i =

T∑

g=1

(Ng
I · WI + Ng

P · WP ) (1)

where Ng
I and Ng

P are the number of queued I packets and P packets from group g. The
values WI and WP represent weights that indicate quality effects of the packets, with
WI > WP .

Let Qs
i denote the actual queue size of session s at node i

Qs
i =

T∑

g=1

(Ng
I + Ng

P ) (2)

which is updated as follows:

Qs
i (t + 1) = Qs

i (t) +
∑

k∈V,k �=i

rs
ki(t) −

∑

l∈V,l �=i

rs
il(t) + λs

i (t), (3)

where rij is the transmission rate on link (i, j).
Figure 1 illustrates the queues at a node.

Fig. 1. Illustration of the prioritized queuing model

3 Distributed Spectrum Sharing and Medium Access Control for
Video Streaming

In this section, we present the distributed joint routing, spectrum sharing and medium
access control scheme for secondary users in multihop cognitive radio networks. We
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first introduce the spectrum sharing principle in Section 3.1, i.e., the interference con-
ditions under which multiple cognitive radio nodes can transmit simultaneously on the
shared wireless medium. Then, we introduce the notion of spectrum utility in Section
3.2, i.e., the criterion based on which opportunities to transmit are assigned to different
nodes competing for channel access. Opportunities to transmit and routes are selected
with the objective of maximizing the spectrum utility. In Section 3.3 we discuss how
power and channel are dynamically selected to maximize the link capacity, while in
Section 3.4 we discuss how end-to-end delays can be estimated in a two-hop network
to prioritize packet transmission and to make sure that packets that are expected to be
received after predefined playout deadline can be dropped. Based on these consider-
ations, in Section 3.5 we discuss a distributed cross-layer control scheme that allows
secondary users to jointly control the routing, spectrum and power allocation function-
alities to maximize the global spectrum utility under the delay constraints imposed by
video streaming applications.

Our solution is inspired by the throughput optimality of the dynamic back-pressure
algorithm [19] [20][21]. Given the system described in Section 2, the optimal routing
and scheduling can be obtained by solving

R = argmax
R

∑

i∈V

∑

j∈V,j �=i

rij

(
Q

s∗
ij

i − Q
s∗

ij

j

)
(4)

where

s∗ij = argmax
s

{
Qs

i − Qs
j

}
. (5)

In (4) rij is the transmission rate on link (i, j). rij depends on the capacity of link
(i, j) which is defined in 3.2 and can be optimized by our dynamic spectrum allocation
algorithm as discussed in 3.3.

However, exact solution to (4) can be found by centralized algorithms only and, un-
der realistic interference models, is likely to be NP-complete and difficult to achieve in
a distributed system. In addition, the algorithm does not consider the characteristics of
the traffic, which should not be ignored for multimedia communication. These provide
the motivation of our distributed algorithm to coordinate the spectrum sharing among
different users.

We concentrate on finding a solution that performs the functions of routing and spec-
trum assignment jointly for video streaming. Our goal is to design a cross-layer control
scheme to maximize the sum of weighted differential backlogs in a distributed way,
which should be easy to implement and yield high throughput.

In addition to optimize the utilization of spectrum resources on the multi-hop path,
in 3.5 we show how our cross-layer scheme gives priority to the most “important” and
“urgent” traffic by using the Prioritized Queuing Model as introduced in 2.1.

3.1 Spectrum Sharing Principle

In this section, we discuss the interference con- ditions under which multiple cogni-
tive radio nodes can transmit simultaneously on the shared wireless medium. To share
spectrum, all transmitters within the network need to
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1. Satisfy minimum bit error rate (BER) requirements at the receiver;
2. Avoid interfering with ongoing communications.

The BER depends on the signal-to-interference-plus-noise power ratio (SINR) at the
receiver. We indicate a mini-band by simply referring to its central frequency. Let
SINRth(BER∗) represent the minimum SINR that guarantees a target bit error rate
BER∗, and Pi(f) represent the transmit power of i on f . The first constraint can be
expressed by

Pi(f) · Lij(f) · G
Nj(f) +

∑
k∈Sj ,k �=i Pk(f)Lkj(f)

≥ SINRth(BER∗), (6)

We can also indicate interference at node l ∈ Si, l �= j as NIl(f) + ΔIil(f), where
NIl(f) represents noise plus interference at l before i’s transmission, and ΔIil(f) rep-
resents the additional interference caused at l by i’s transmission, i.e., Pi(f)Lik(f).

The second constraint represents the fact that communications for a node l ∈ Si’s
are not impaired by i’s transmission. This can be expressed as

PR
l (f)

NIl(f) + ΔIil(f)
≥ SINRth(BER∗), l ∈ Si, l �= j, (7)

where PR
l (f) represents the signal power being received at receiver l. Since this has to

be true for every node in the neighborhood of i, the constraint can be written as

Pi(f) ≤ min
l∈Si

ΔImax
l

Lil(f)
� Pmax

i (f). (8)

where ΔImax
k (f) = P R

l (f)
SINRth(BER∗) − NIl(f).

The constraint in (6) states that the SINR at receiver j needs to be above a certain
threshold, which means the power received at receiver j on frequency f needs be suf-
ficiently high to allow receiver j to successfully decode the signal given its current
noise and interferences. The constraint in (8) states that the interference generated by
i’s transmission on each frequency should not exceed the threshold value that represents
the maximum interference that can be tolerated by the most vulnerable of i’s neighbors
l ∈ Si, l �= j. Hence, i’s transmit power needs to be bounded on each frequency. Con-
straint in (6) represents a lower bound and constraint in (8) represents an upper bound
on the transmit power for each frequency.

3.2 Spectrum Utility

Here, we introduce the notion of spectrum utility. Spectrum is selected and opportuni-
ties to transmit are assigned with the objective of maximizing the spectrum utility.

The control channel is time slotted. At each time slot for which node i is backlogged
and not already transmitting, node i will evaluate the spectrum utility for link (i, j),
defined as

Us
ij = cij ·

(
Qs∗,P

i − Qs∗
j

)
, (9)
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cij(f, Pi(f)) =
∑

f∈[fi,fi+Δfi
]

w · log2

[
1 +

Pi(f)Lij(f)G
Nj(f) + Ij(f)

]
, (10)

s∗ij = arg max
s

{
Qs,P

i − Qs
j

}
, (11)

where cij represents the achievable capacity for link (i, j) given the current spectrum
condition. Note that this spectrum utility is defined for link (i, j). In (10), G is the
processing gain, e.g., length of the spreading code, Lij(f) is the transmission losses
from i to j. Pi(f) represents the transmit power of i on frequency f . Ij(f) represents
interference at j. Finally, Nj(f) is the receiver noise on frequency f .

Let Qs,P
i − Qs

j represent the prioritized differential backlog of session s, and let s∗ij
represent the session that maximizes the differential backlog over all sessions s ∈ S.
Data of session s∗ij is selected to be routed from node i to node j. The route for each
group of packets is found dynamically according to the maximum prioritized differen-
tial backlog policy. The differential backlog algorithm stabilizes the system by making
use of backpressure [19], where data finds its way to the destination by moving in the
direction of least resistance while being pushed by newly arriving data. Our proposed
algorithm thus uses modified backpressure to find an optimal routing. Note that, by us-
ing Qs,P

i instead of Qs
i , sessions that have more “important” packets backlogged, i.e.,

packets from I-frame, have higher value of Qs,P
i and thus have higher probability to be

transmitted. We emphasize that our proposed prioritized differential backlog gives pri-
ority to the most “important” data. In such a way, traffic characteristics are considered
in routing and scheduling as discussed in the following subsections.

3.3 Dynamic Spectrum Allocation

In this section, we discuss how power and channel are dynamically selected to maxi-
mize the link capacity. In spectrum agile networks local spectrum resources may change
from time to time, hence link capacity is time-varying and can be maximized through
spectrum allocation. Maximizing the capacity of link (i, j) means selecting a spectrum
band and the corresponding transmit power on each mini-band to maximize the Shan-
non capacity without interfering with ongoing communications.

Given : BER∗, Pk( ∀k ∈ Si), Lij , ∀(i, j) ∈ E
Find : [fi, fi+Δfi , Pi(f)]

Maximize : cij (12)

Subject to :

Pmin
i (f) ≤ Pi(f) ≤ Pmax

i (f), ∀ f ∈ [fi, fi+Δfi ]; (13)

∑

f∈[fi,fi+Δfi
]

Pi(f) ≤ PBgt
i . (14)
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where Pmax
i (f) is defined in (8) and Pmin

i (f) is the value of Pi(f) for which equality
in (6) holds. In (14), PBgt

i represents the instantaneous power available at the cognitive
radio.

The objective of the problem above is to select spectrum and power with maximal ca-
pacity, given spectrum condition and hardware limitations of the cognitive radio. Note
that constraint (13) imposes the spectrum sharing principle, and constraint (14) indi-
cates the hardware restrictions. We have developed an iterative gradient-descent based
algorithm to solve the above problem, which is discussed in detail in [22].

3.4 Delay Estimation

Expected delays are important for video applications due to their delay-sensitivity na-
ture. For video applications, any data that is received after a playout deadline is useless
since it is too late to be displayed. Therefore, evaluating the expected delay of the data
is important to avoid transmitting useless data. In our proposed scheme, any packet that
exceeds a predetermined playout deadline will be dropped before scheduling.

In this section, we show how to calculate expected delays for single-hop and two-hop
routing networks.

Consider group g scheduled for transmission on link (i, j), the average delay Xg
ij con-

sists of the average transmission delay E[Dg,TX
ij ] and average queuing delay E[Dg,Q

i ]
experienced by the node i

Xg
ij = E[Dg,TX

ij ] + E[Dg,Q
i ]. (15)

Given physical transmission rate rij , the expected transmission time for groups con-
taining packets with equal packet size L may be computed as

E[Dg,TX
ij ] =

(Ng
I + Ng

P ) · L
rij

+ E[Dg,O
ij ] (16)

where E[Dg,O
ij ], defined in (17), is the delay caused by overhead of the MAC protocol,

including expected backoff delay, acknowledgement time and duration of empty slots.
Note that here we do not employ retransmission in our MAC protocol.

E[Dg,O
ij ] = E[BCij ] + Ths (17)

where Ths is handshake time which consists of DIFS, SIFS, and control packets
(RTS/CTS/DTS) transmission time.

At each packet transmission, the backoff time is uniformly chosen in the range
(0, 2CW−1). The value CW decreases when Us

ij increases. The backoff time counter
decreases when the control channel is sensed idle, frozen when a transmission is de-
tected on the control channel, and reactivated when the control channel is sensed idle
again for more than a DIFS. The transmission is triggered when the backoff counter
reaches zero. With this mechanism, heavily backlogged queues (i.e., containing more
important packets) with more spectrum resources are given higher probability of
transmission.
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Since the groups wait in the queue and are transmitted based on their deadlines, we
have

E[Dg,Q
i ] =

Ng∑

n=1

Xn (18)

where Ng is the number of groups already in queue, and their deadlines are earlier.
Consider a two-hop transmission, i.e., from source node i to destination node k with

relay node j. We may estimate the end-to-end delay for group g as

Dg
ik = Xg

ij + Xg
jk. (19)

We assume that information about link (i, j) and queue size at j is known, which means
Xg

ij can be estimated. Note that above delay is estimated at node i, where information
about link (j, k) may not be available. We assume that j has a record of the average
transmission rates for different receivers based on past record of transmissions, i.e.,
E[rjk] So Xg

jk may be computed as

Xg
jk =

(Ng
I + Ng

P ) · L
E[rjk]

+ E[Dg,O
jk ] (20)

where E[Dg,O
jk ] depends on E[Us

jk]. Since k is the destination, we may estimate Us
jk as

E[Us
jk] = E[rjk ] · Qs,P

j . (21)

3.5 Proposed Cross-Layer Control Scheme

We now present the proposed cross-layer control scheme, which dynamically utilizes
available spectrum for video streaming in multihop wireless networks.

Every backlogged node, once it senses an idle common control channel, performs
the following algorithm:

1. Find the set of feasible next hops N s = {ns
1, n

s
2, ..., n

s
k} for the backlogged session

s. Feasible next hops are the neighbors with positive advance towards the destina-
tion of s and can relay the packets to the destination before their deadlines. Node n
has positive advance with respect to i iff n is closer to the destination than i.

2. For each link (i, j), where j ∈ N s, find [fi, fi + Δfi] such that

[fi, fi+Δfi , Pi(f)] = arg max cij (22)

3. Select s∗ with next hop j∗, which has maximum Us
ij .

[s∗, j∗] = arg max
{

U
s∗

ij

ij

}
(23)

Estimate the delay for the first waiting group, if the delay cannot satisfy the play-
out delay, drop this group and schedule the next group. Note that Us

ij defined in (9)
depends on both the capacity and the differential backlog of link (i, j). Hence, rout-
ing is performed in such a way that heavily backlogged queues with more spectrum
resource have higher probability of transmitting.
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4. Once spectrum allocation, session and next hop are determined, the probability of
accessing the medium is calculated based on the value of Us

ij . Nodes with higher
Us

ij will get a higher probability of accessing the medium and transmit. This prob-
ability is implemented through the contention window at MAC layer. The transmit-
ting node generates a backoff counter chosen uniformly from the range [0, 2CW−1],
where CW is the contention window, whose value decreases when Us

ij increases.
With this mechanism, heavily backlogged queues with more spectrum resources
are given higher probability of transmission.

As discussed in Section 2.1, packets with a common decoding deadline are organized
into a common group. The algorithm first estimates the delay for the first waiting group.
If the delay cannot satisfy the playout deadline, it drops this group of packets and sched-
ules the next group.

To efficiently manage available spectrum resources in a decentralized manner, infor-
mation exchange among users is necessary and important. As discussed earlier, we as-
sume that each node is equipped with two transceivers, one of which is a reconfigurable
transceiver that can dynamically adjust its waveform and bandwidth for data transmis-
sion. The other is a conventional transceiver employed on the common control channel.
Scanner-equipped cognitive radios can detect neighboring transmissions by sensing the
data channel. Environment learning can be achieved by combining scanning results and
information from control packets exchanged on the control channel that contain info
about transmissions and power used on different minibands. A medium access control
protocol on the common control channel arbitrates channel access, as described in detail
in [22] .

4 Performance Evaluation

In this section, we analyze the performance of the proposed scheme in a multi-hop
cognitive radio network, and compare it to the performance of other schemes. We con-
centrate on video streaming applications with predefined delay constraints and evaluate
delay, reliability, and perceived video distortion with real video traces.

We consider one typical Common Intermediate Format (CIF) video sequence (High-
way) under the simulation conditions reported in Table 1.

Table 1. Parameters for Video Simulation

Area 3000m x 3000m Video Sequence “Highway”
Number of Nodes 9 playout Deadline 500 ms

Data Channel Bandwidth 54-57 MHz Frames/sec 30
Bandwidth per Mini-band 500 KHz Packet Size 500 bytes

Bandwidth of Control Channel 2 MHz Number of Active Sessions 2

Figure 2 shows the data rate delivered by 1 MHz of spectrum as a function of the
SINR. This represents a stepwise approximation of (10), which can model, among oth-
ers, different modulation schemes available for different SINR values.
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Fig. 2. Data Rate per 1MHz Spectrum as A Function of SINR

We compare the performance of our proposed scheme with two alternative schemes.
In particular, we consider Routing with Fixed Allocation (RFA) as the solution where
routing is based on differential backlog with pre-defined channel and transmit power,
and to Routing with Dynamic Allocation (RDA) as the solution where routing is based
on shortest path with dynamic channel selection and transmit power allocation without
considering differential backlog.

Table 2 shows the average delay and the percentage of packets that are either lost, or
exceed the playout deadline (late packets). The results show that the video streams of
RFA and RDA have more late packets, which decreases the received video quality.

Table 2. Comparisons for Video Streaming Applications

To verify this claim, we evaluated the distortion of the received video stream, by
interfacing our simulator with a video quality assessment tool that we developed in
Matlab. We define distortion in terms of the average peak signal-to-noise ratio (PSNR)
of the received video. Since we are interested in the amount of distortion introduced
by the video transmission, we use the difference between the PSNR actually obtained
from the video transmission scheme and the best possible PSNR obtainable from the
technology (i.e. no packets are lost and the highest possible rate MPEG encoder is used
to encode the video frames). PSNR is defined as

PSNR = 10 · log10

(
MAX2

I

MSE

)
, (24)
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where MAXI is the maximum possible pixel value for each frame. MSE is the mean
squared error, which is defined as

MSE =
1

mn

m−1∑

i=1

n−1∑

j=1

‖I(i, j) − K(i, j)‖2 (25)

for any two m x n images I and K where one of the images can be considered to be a
noisy approximation of the other. To extend this to video distortion rather than image
distortion, we take the PSNR measurement for each frame and average over all of the
frames in the video. For any frames that are dropped or unable to be decoded at the
receiver, the previous frame in the received video is measured against the current frame
in the “good” video (i.e. the video before it was transmitted) and this value is used in
the average. Our proposed scheme is shown to outperform the other two algorithms of
approximately 10 dB, which has a considerable impact on the perceived visual quality.

5 Conclusions

We discussed a distributed spectrum sharing algorithm for video streaming in cogni-
tive radio ad hoc networks, focusing on multimedia applications with varying traffic
characteristics and delay deadlines. The proposed cross-layer control scheme dynami-
cally allocates routes, spectrum and power to maximize the network throughput under
the constraints posed by delay-sensitive video applications. The algorithm evaluates
the expected delay of competing flows in single-hop and two-hop networks consider-
ing the time-varying spectrum condition and occupancy, trafc characteristics, and the
condition of queues at intermediate nodes. Through discrete-event simulation, our pro-
posed scheme was shown to outperform simpler solutions for video streaming services
in terms of video distortion.

References

1. Akyildiz, I.F., Lee, W.Y., Vuran, M.C., Mohanty, S.: NeXt Generation/Dynamic Spectrum
Access/Cognitive Radio Wireless Networks: A Survey. Computer Networks Journal (Else-
vier) 50, 2127–2159 (2006)

2. Mitola, J.: Cognitive Radio. Licentiate thesis, Royal Inst. of Technol., KTH (1999)
3. Attar, A., Holland, O., Nakhai, M., Aghvami, A.: Interference-limited Resource Allocation

for Cognitive Radio in Orthogonal Frequency-Division Multiplexing Networks. IET Com-
munications 2, 806–814 (2008)

4. Cao, L., Zheng, H.: SPARTA: Stable and Efficient Spectrum Access in Next Generation
Dynamic Spectrum Networks. In: Proc. of IEEE Intl. Conf. on Computer Communications
(INFOCOM), April 2008, pp. 870–878 (2008)

5. Liu, K., Zhao, Q.: A Restless Bandit Formulation of Opportunistic Access: Indexablity and
Index Policy. In: Proc. of the 5th IEEE Conference on Sensor, Mesh and Ad Hoc Communi-
cations and Networks (SECON) Workshops (June 2008)

6. Yuan, Y., Bahl, P., Chandra, R., Moscibroda, T., Wu, Y.: Allocating dynamic time-spectrum
blocks in cognitive radio networks. In: Proc. of ACM Intl. Symp. on Mobile Ad Hoc Net-
working and Computing (MobiHoc), New York, NY, USA, pp. 130–139 (2007)



Distributed Spectrum Sharing for Video Streaming 867

7. Akyildiz, I.F., Lee, W.Y., Chowdhury, K.: CRAHNs: Cognitive Radio Ad Hoc Networks. Ad
Hoc Networks Journal (Elsevier) 7(5), 810–836 (2009)

8. Hou, Y.T., Shi, Y., Sherali, H.D.: Optimal spectrum sharing for multi-hop software defined
radio networks. In: Proc. of IEEE Intl. Conf. on Computer Communications (INFOCOM)
(May 2007)

9. Khan, S., Peng, Y., Steinbach, E., Sgroi, M., Kellerer, W.: Application Driven Cross-Layer
Optimization for Video Streaming over Wireless Networks. IEEE Comm. Mag. 44, 122–130
(2006)

10. Shiang, H.P., van der Schaar, M.: Delay-Sensitive Resource Management in Multi-hop Cog-
nitive Radio Networks. In: IEEE Dynamic Spectrum Access Networks (DySPAN) (October
2008)

11. Shiang, H.P., van der Schaar, M.: Dynamic Channel Selection for Multi-user Video Stream-
ing over Cognitive Radio Networks. In: Proc. Int. Conf. On Image Processing (ICIP) (Octo-
ber 2008)

12. Shiang, H.P., van der Schaar, M.: Conjecture-Based Channel Selection Game for Delay-
Sensitive Users in Multi-Channel Wireless Networks. In: International Conference on Game
Theory for Networks, GameNets (2009)

13. Gupta, P., Kumar, P.: The capacity of wireless networks. IEEE Transactions on Information
Theory 46(2), 388–404 (2000)

14. Psaromiligkos, I.N., Batalama, S.N., Medley, M.J.: Rapid Combined Synchroniza-
tion/Demodulation Structures for DS-CDMA Systems - Part I: Algorithmic developments.
IEEE Transactions on Communications 51, 983–994 (2003)

15. Psaromiligkos, I.N., Batalama, S.N.: Rapid Combined Synchronization/Demodulation Struc-
tures for DS-CDMA Systems - Part II: Finite data record performance analysis. IEEE Trans-
actions on Communications 51, 1162–1172 (2003)

16. ISO/IEC 14496: Coding of Audio-Visual Objects. International Organization for Standard-
ization, ISO (1999)

17. ISO/IEC 14496C10:2003: Coding of Audiovisual ObjectsłPart 10: Advanced Video Coding.
International Organization for Standardization (ISO) (2003)

18. Wiegand, T., Sullivan, G.J., Reichel, J., Schwarz, H., Wien, M.: Joint Draft 11 of SVC
Amendment. Doc. JVT-X201 (July 2007)

19. Tassiulas, L., Ephremides, A.: Stability properties of constrained queueing systems and
scheduling for maximum throughput in multihop radio networks. IEEE Transactions on Au-
tomatic Control 37(12), 1936–1949 (1992)

20. Georgiadis, L., Neely, M.J., Tassiulas, L.: Resource Allocation and Cross-layer Control in
Wireless Networks. Found. Trends Netw. 1(1), 1–144 (2006)

21. Eryilmaz, A., Srikant, R.: Joint Congestion Control, Routing, and MAC for Stability and
Fairness in Wireless Networks. IEEE Journal on Seclected Areas in Communications 24(8),
1514–1524 (2006)

22. Ding, L., Melodia, T., Batalama, S., Medley, M.: ROSA: Distributed Joint Routing and Dy-
namic Spectrum Allocation in Cognitive Radio Ad Hoc Networks. In: Proc. of ACM Intl.
Conf. on Modeling, Analysis and Simulation of Wireless and Mobile Systems (MSWiM),
Tenerife, Canary Islands, Spain (October 2009)


	Distributed Spectrum Sharing for Video Streaming in Cognitive Radio Ad Hoc Networks
	Introduction
	System Model
	Prioritized Queuing

	Distributed Spectrum Sharing and Medium Access Control for Video Streaming
	Spectrum Sharing Principle
	Spectrum Utility
	Dynamic Spectrum Allocation
	Delay Estimation
	Proposed Cross-Layer Control Scheme

	Performance Evaluation
	Conclusions
	References



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated v2 300% \050ECI\051)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /Warning
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /Warning
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 600
  /MonoImageMinResolutionPolicy /Warning
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c006500720020003700200061006e006400200038002e000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006f006e006c0069006e0065002e000d0028006300290020003200300030003800200053007000720069006e006700650072002d005600650072006c0061006700200047006d006200480020000d000d0054006800650020006c00610074006500730074002000760065007200730069006f006e002000630061006e00200062006500200064006f0077006e006c006f006100640065006400200061007400200068007400740070003a002f002f00700072006f00640075006300740069006f006e002e0073007000720069006e006700650072002e0063006f006d000d0054006800650072006500200079006f0075002000630061006e00200061006c0073006f002000660069006e0064002000610020007300750069007400610062006c006500200045006e0066006f0063007500730020005000440046002000500072006f00660069006c006500200066006f0072002000500069007400530074006f0070002000500072006f00660065007300730069006f006e0061006c0020003600200061006e0064002000500069007400530074006f007000200053006500720076006500720020003300200066006f007200200070007200650066006c00690067006800740069006e006700200079006f007500720020005000440046002000660069006c006500730020006200650066006f007200650020006a006f00620020007300750062006d0069007300730069006f006e002e>
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.276 841.890]
>> setpagedevice




