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Abstract. Reputation mechanisms have been recognized one of the key tech-
nologies when designing multi-agent systems. They are specially relevant in
complex open environments, becoming a non-centralized mechanism to control
interactions among agents. Cognitive agents tackling such complex societies must
use reputation information not only for selecting partners to interact with, but also
in metareasoning processes to change reasoning rules. This is the focus of this
paper. We argue about the necessity to allow, as a cognitive systems designers,
certain degree of freedom in the reasoning rules of the agents. We also describes
cognitive approaches of agency that support this idea. Furthermore, taking as a
base the computational reputation model Repage, and its integration in a BDI ar-
chitecture, we use the previous ideas to specify metarules and processes to modify
at run-time the reasoning paths of the agent. In concrete we propose a metarule to
update the link between Repage and the belief base, and a metarule and a process
to update an axiom incorporated in the belief logic of the agent. Regarding this
last issue we also provide empirical results that show the evolution of agents that
use it.
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1 Introduction

Reputation mechanisms have been recognized one of the key technologies when design-
ing multi-agent systems (MAS) [1]. In this relatively new paradigm, reputation models
have been adapted to confront the increasing complexity that open multi-agent envi-
ronments bring. Thus, the figure of agents endowed with their own private reputation
model takes special relevance as a non-centralized mechanism to control interactions
among agents. Following this line, cognitive agents using cognitive reputation models
arise as one of the most complete and generic approaches when facing very complex
societies. Usually, cognitive agent’s architectures, like BDI (Belief, Desire, Intention),
follow logic-based reasoning mechanisms, providing then a high flexibility and theo-
retically well-founded reasoning.

Repage [2] is a reputation system based on a cognitive theory of reputation that
has been used in logical BDI reasoning processes [3] (BDI+Repage), offering then an
integrated reasoning framework. Even when this work faces the field of computational
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reputation models, the focus is not on the model itself, but on the integration of the
information that it provides with the other elements of the agent. Following this line,
a very important aspect of cognitive agents is the capacity to reason about their own
reasoning processes. These metareasoning processes act at all levels in the agents’ mind.
However, we are interested in the aspects related to reputation information.

In this concrete work we justify the use of metarules and metaprocesses in cognitive
agents and provide mechanisms to specify them. We apply these ideas to some rules
and axioms of the BDI+Repage model. In concrete, we propose a specification that al-
lows the modification at run-time of the rule that relates reputation information with
logic belief formulas, and also of an axiom rule integrated in the logical belief based of
the agent. Regarding this last point we provide both a metareasoning process to update
such axiom, and empirical results of an implementation we develop of the BDI+Repage
model placed in a replication of a simple market, populated by buyers, sellers and infor-
mant agents. To detail our work, in section 2 we introduce a cognitive theory of agency
to justify the use of metarules and metareasoning when modeling cognitive agents. In
section 3 we explain the agent model, and in section 4 we provide the tools to specify
metareasoning rules and processes. In the same section we apply them to some reason-
ing rules of the BDI+Repage model. In section 5 we present empirical results to show
how the dynamic modification of axioms can produce good results in the agents’ level of
satisfaction. Finally in section 6 we conclude our analysis and present the future work.

2 Reasoning and Metareasoning: A Cognitive Approach

In this section we briefly get in touch with the cognitive theory that supports the work
done in this paper. The theory developed by Castelfranchi and Paglieri [4] is quite
generic and focuses on the dynamics of goals processing and its relation with the be-
liefs of the agent. Although the specific topic of the paper relies on describing which
typology of beliefs participates in each stage of goal dynamics, we are very interested
in the concepts of belief-supporting goals and belief-supporting beliefs that are pointed
out by the theory. The authors argue that goals and beliefs have a supported structure
of beliefs, i.e., beliefs from which a given goal or belief is activated. Moreover, such
structure can be explicitly represented also as beliefs, achieving then a metabelief level.

In our work we are specially interested in the idea of belief-supporting beliefs which
has been deeply studied in [5]. When such belief structures are explicitly represented as
beliefs, the authors named them reasons. Thus, a given belief has a set of reasons that
continuously supports it. Because of this explicit representation, agents can also reason
about them, achieving then a metareasoning process that also relies on beliefs.

Reasons are important because allow the agent to justify herself why the set of be-
liefs and goals are activated, but also to justify her beliefs to other agents. This last issue
has been extensively studied in the field of argumentation [6]. Reasons are also impor-
tant because they allow the agents to review their own reasoning process, by starting
metareasoning processes that change the reasoning paths.

A logical perspective is a good starting point for the explanation of more technical
details. Lets consider a propositional logic in which proposition p holds. If formula
p → q also holds, then for sure q will hold. From the logical view this reasoning has
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been produced by modus ponents by two explicit formulas (p and p → q). If we are
talking about the beliefs of an agent, the belief on q (Bq) is justified by the beliefs Bp
and B(p → q). Notice that if the agent realizes that p was not the case, then q must
be withdrawn. This is the typical belief revision process. However, the agent may also
realize that it is not the case that p → q. Thus, q should be also withdrawn. However,
from a cognitive point of view this situation is quite different than the first one, since
the formula p → q is a reason, an explicit belief saying that from p can be deduced q.
Therefore, a reasoning concerning the truth of p → q could be seen as a metareasoning.
It could be argued that the truth of p also affects the reasoning process, but the object
of the reasoning is not a representation of an explicit reasoning step, as it is in the other
case. See figure Figure 4 for a graphical representation of the structure.

Fig. 1. The generic belief-supporing beliefs structure with explicit representation of a deduction
step

The point of the discussion is that logics offers a nice way to construct trees of
supporting formulas, through logical reasoning, but in the general case, the links can
be modified by the same agent due to other beliefs. As a designers of cognitive agents
architectures, we must deal with these concepts to consider real autonomous agents. In
this paper we extend a BDI agent architecture that incorporates reputation information
[3] by allowing a partial update of the rules that govern the reasoning process, focusing
on the belief-supporting beliefs, letting for future work the relationship between desires
and intentions. Next section provides the description of the BDI+Repage model.

3 A Multicontext BDI Agent with Repage System

The model of agent we present in this section is a BDI model in which Repage reputa-
tion system is also incorporated. To explain it is necessary first to get in touch with the
Repage reputation model, and the cognitive theory of reputation that supports it.

3.1 Preliminaries: Social Evaluations, Image and Reputation

Repage [2] is a computational system designed to be part of the agents architecture and
based on a cognitive theory of reputation [7]. It provides social evaluations as image
and reputation. A social evaluation is a generic term used to encapsulate the information
resulting from the evaluation that an agent (evaluator) might make about another agent’s
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(target’s) performance regarding some skill, standard or norm (object of the evaluation).
The object of the evaluation relies on which property of the target agents is evaluated.
The value of the evaluation indicates how good or bad the performance resulted to be.

A social evaluation in Repage has three elements: a target agent, a role and a prob-
ability distribution over a set of labels. The target agent is the agent being evaluated.
The role is the object of the evaluation and the probability distribution the value of the
evaluation. The evaluator is the agent making the social evaluation.

The role uniquely identifies a kind of transaction and the classification of the possi-
ble outcomes. The current implementation of Repage considers five abstract linguistic
labels for this classification: Very bad, Bad, Neutral, Good, Very good(VB, B, N, G, VG
from now on), and assigns a probabilistic value to each label, however, we generalize
it considering a finite number of labels w1, w2 . . . . The meaning of each label must be
contextualized depending on the role. For instance, we can represent a Repage image
predicate as imgi(j, seller,[0.4, 0.2, 0.2, 0.1, 0.1]). This indicates that agent i holds
an image predicate about agent j in the role of seller, and the value of the evaluation
is [0.4, 0.2, 0.2, 0.1, 0.1]. This value reflects a probability distribution over the labels
VB, B, N, G, VG. Then, it means that agent i believes that in the transaction of buying,
when agent j acts as a seller, there is a probability of 0.4 to achieve a V B result (in
the context of this transaction, this may mean a very low quality of the product), with a
probability of 0.2 a B result, etc. For reputation predicates, it is the same as image, but
instead, the agent believes that the evaluation is said by all or most of the agents in the
group. We refer to [2] for details on the calculus and the internal architecture.

In the next subsection we detail the BDI model, starting from the basic framework
of multicontext systems.

3.2 The Multi-Context BDI Model

Multi-context systems (MCS) provide a framework that allows several distinct theoret-
ical components to be specified together with the mechanisms that link them together
[8]. These systems are composed of a set of contexts (or units), and a set of bridge rules.
Each context can be seen as a logic and a set of formulas written in that logic. Bridge
rules are the mechanisms with which to infer information from one context to another.
Each bridge rule has a set of antecedents (preconditions) and a consequent. The conse-
quent is a formula that becomes true in the specific context when each antecedent holds
in its respective context.

The specification of our BDI agent as a multi-context system is inspired by the mod-
els presented in [9,10]. It is formalized with the tuple Ag = 〈{BC, DC, IC, PC,
CC, RC}, �br〉. These correspond to Belief, Desire, Intention, Planner, Communi-
cation and Repage contexts respectively. The set of bridge rules �br incorporates the
rules 1, 2, 3, 4, P, Q and B, the bridge rules AI and AR shown in Figure 3, and rule B.
Figure 2 shows a graphical representation of this multi-context specification. In the next
subsections we briefly explain each context and bridge rule.

3.3 Belief Context (BC)

This context contains the beliefs of the agent. For this we use BC-logic [11], a prob-
abilistic dynamic belief logic with a set of special modal operators. We are specially
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Fig. 2. The Repage context embedded in a multi-context BDI agent. Circles represent context and
arrows represent bridge rules.

interested in the operators Bi and S, the first expressing what is believed by agent i,
and the latter, what has been said by all the agents in the group respectively. The dy-
namic aspect of this logic is introduced by defining a set Π of actions. Then, for α ∈ Π
and ϕ ∈ BC, formulas like [α]ϕ indicate that after the execution of α, the formula ϕ
holds.

This logic incorporates specific axioms to reason about the probabilities of formulas
by means of the operator Pr and constants p such that p ∈ [0, 1]

⋂
IQ. It follows that for

formulas ϕ ∈ BC, the expression p ≤ Prϕ indicates that the probability of holding ϕ
is higher or equal to p. This logic is based on the Logic of Knowledge and Probability
introduced by Fagin and Halpern in [12].

BC-logic allows expressions like Bi(p ≤ Pr([α]ϕ)). This indicates that agent i
believes that the probability of holding ϕ after the execution of action α is at least p.
Thereby, the formula S(p ≤ Pr([α]ϕ)) expresses the same but in terms of what all
agents have said. To simplify the notation, we will write expressions like Bi(p ≤ Prϕ)
as (Biϕ, p), and S(p ≤ Prϕ) as (Sϕ, p).

This logic allows us to express image information in terms of beliefs Biϕ, and rep-
utation information in terms of beliefs about what is said, BiSϕ (see section 3.8). By
grounding image and reputation into simple elements, we endow the agent with a pow-
erful tool to reason over these concepts.

The complete syntax, semantics and axiomatization of BC-logic can be found at
[11]. The belief operator follows the standard K, D, 4 and 5 axioms of modal logic,
while operator S has its owns. The most interesting axioms are those that describe the
interaction between S and Bi. These are closely related to the concept of trust that
Demolombe in [13] defined regarding agents as information sources. The relationship
of the two operators implies a relation between image and reputation at the belief level
[11]. For instance, if for every ϕ the formula Bi((Sϕ → ϕ), p) holds (trust axiom),
then agent i believes that what all agents say is really true with a probability p. The trust
axiom has big implications in the relation between image and reputation information at
the belief level [11].

3.4 Desire Context (DC)

This context deals with the desires of the agent. Like the BDI model described by Rao
and Georgeff in [14], they are attitudes that are explicitly represented and that reflect the
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general objectives of the agent. We consider that desires are graded, and for that, we use
the multi-valued logic (DC-logic) based on the Lukasiewicz logic described in [10].

DC-logic includes two fuzzy modal operators1: D+
i and D−

i . The intended meaning
of D+

i ϕ is that the formula ϕ is desired by agent i, and its truth degree, from 0 (min-
imum) to 1 (maximum), represents the level of satisfaction if ϕ holds. The intended
meaning of D−

i ϕ is that ϕ is negatively desired, and the truth degree represents de level
of disgust if ϕ holds. Also, DC-logic includes truth constants r where r ∈ [0, 1]

⋂
IQ,

and the connectives & and ⇒ corresponding to the Lukasiewicz conjunction and impli-
cation respectively.

3.5 Intention Context (IC)

This context describes the intentions of the agent. Like in the Rao and Georgeff’s BDI
model [14], intentions are explicitly represented, but in our case generated from beliefs
and desires. Also, we consider that intentions are graded, and for this we use the IC-
logic defined in [10].

Similar to DC-logic, IC-logic defines the fuzzy modal operator Iiϕ, indicating that
agent i has the intention to achieve ϕ, and its truth degree (from 0 to 1) represents a
measure of the trade-off between the benefit and counter-effects of achieving ϕ. Fur-
thermore, IC-logic is defined in terms of a Lukasiewicz logic in the same way as DC-
logic. Also, formulas like r ⇒ Iiϕ will be written as (Iiϕ, r).

3.6 Planner Context (PC) and Communication Context (CC)

The logic in the Planner context is a first-order logic restricted to Horn clauses. In this
first approach, this context only holds the special predicate action, which defines a
primitive action together with its precondition. We look forward to introducing plans as
a set of actions in the future. Communication context is a functional context as well, and
its logic is also a first-order logic restricted to Horn clauses with the special predicates
does (to perform actions), and recij (to notify that agent i has received a communica-
tion from agent j).

3.7 Repage Context (RC)

The Repage context contains the Repage model. We can assume that Repage predicates
are specified in first-order logic restricted to Horn clauses, where the special predicates
Img and Rep are defined. We write them as imgi (j, r, [Vw1 ,Vw2 ,. . . ]) and repi (j, r,
[Vw1 ,Vw2 ,. . . ]), corresponding to the Image and Reputation of agent j playing the role
r, from the point of view of i.

When in Repage the role and its labeled weights are defined, the role uniquely identi-
fies which kind of transaction is part of, and each wk identifies a predicate. To simplify,
we can assume that the transaction identified by a role is summarized in a single action.
To state this, we presuppose the definition of a mapping Rr between each role r and its

1 The original logic in [10] does not contain the reference to the agent. We include it to remark
the desires of agent i.
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action. In a similar way, we assume a mapping Tr,wk
between each role r and label wk

to a predicate.
We illustrate this with an example: In a typical market, the transaction of buying

certain product involves two agents, one playing the role of buyer and the other playing
the role of seller. From the point of view of the buyer, if she wants to evaluate other
agents that play the role of seller, she knows that the associated action is buy. So,
Rseller maps to buy. In the same way, the agent must know the meaning of each label
wk of Repage. Then, we can define that Tseller,w1 is veryBadProduct, Tseller,w2 is
okProduct, etc.

In this mapping, the Repage predicate imgi(j, seller, [0.2, 0.3, . . . ]) indicates that
agent i believes that there is a probability of 0.2 that after executing the action Rseller

(buy) with agent j as a seller, she will obtain a Tseller,w1 (veryBadProduct); with
0.3 that she will obtain Tseller,w2 (OKproduct), etc. With reputation predicates it is
similar, but the concept is quite different. In this case it indicates that agent i believes
that the corresponding evaluation is said by the agents in the group.

3.8 Bridge Rules

Bridge rules AI and AR (see Figure 3) are in charge of generating the correspond-
ing beliefs from images and reputations respectively. Notice that given a Repage social
evaluation, these bridge rules generate one belief for each weight wk. Both bridge rules
use the belief operator (Bi) over certain formula, but meanwhile rule AI states a knowl-
edge that agent i believes as true, AR states a knowledge that agent i believes to be said.
They follow the definition of image and reputation we have given in the Repage context
in section 3.7.

The detail of the following rules can be found at [3]. Rules 1,2,3,4 perform the actual
BDI reasoning. Bridge rules 1 and 2 transform generic desires to more concrete and
realistic desires. To do this, these bridge rules merge generic desires from DC (with
absolute values of satisfaction or disgust) with the information contained in BC, which
includes the probability to achieve the desire by executing certain action. The result is
a desire whose gradation has changed, becoming more realistic. This is calculated by
the function g. If we define it as the product of both values, we obtain an expected level
of satisfaction/disgust. Notice that we require that the belief information implies the
achievement of the desired predicate.

AI :

RC : imgi(j, r, [Vw1 , Vw2 , . . . ])
BC : (Bi([Rr(j)]Tr,w1 , Vw1 ))
BC : (Bi([Rr(j)]Tr,w2 , Vw2 ))

. . .

AR:

RC : repi(j, r, [Vw1 , Vw2 , . . . ])
BC : (Bi(S([Rr(j)]Tr,w1 , Vw1 )))
BC : (Bi(S([Rr(j)]Tr,w2 , Vw2 )))

. . .

Fig. 3. The bridge rules AI and AR (see Figure 2). They translate Image and Reputation predi-
cates respectively into beliefs expressions in BC.
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Bridge rule 3 generates intentions. It takes into account both the expected level of
satisfaction and the cost of the action. At the same time, executing an action to achieve
certain formula can generate undesirable counter-effects. Thus, bridge rule 3 also takes
into account the possible negative desires that can be reached by executing this action.
In this bridge rule, for each positive realistic desire (D+), we must include all negative
desires (D−) that can result from the same action. In this way we have the value of the
positive desire (δ+) and the sum of all negative desires (δ−) that can be achieved by
executing the same action. The strength of the intention that is created is defined by a
function f . Different f functions would model different behaviors. In our examples we
use the following definition: f(δ+, δ−) = max(0, δ+ − δ−).

Finally, bridge rule 4 instantiates a unique intention (the one with maximum degree)
and generates the corresponding action in the communication context.

4 The Metalevel Specification

In this section we specify a possible metalevel reasoning regarding the trust axiom of
the BC-logic and the bridge rules AI and AR. For this task we take ideas from the
specification of dynamic protocols [15] in the frame of open multiagent organizations.
Here, the specification of interaction protocols is described as a set of rules specified
at the design time. However, when facing open systems, often environmental or social
conditions for instance, may carry the necessity to modify such protocols at run-time.
These modifications must be product of a dialog, as a metaprotocol, among the partici-
pants. In [15], the author presents an infrastructure to allow agents the modification of
a subset of rules. It considers a k-level infrastructure, where at level 0, the main rules of
the protocol are specified with certain degrees of freedom (Dof). At level 1, a metapro-
tocol can be specified to allow the discussion about how to change the protocol of level
0. More levels can be specified following the idea that at level i the protocol allows the
discussion of the degrees of freedom of level i − 1.

4.1 DoF for Reasoning Rules

We apply the same DoF principle to some axioms and bridge rules of our BDI+Repage
architecture. Instead of using belief revisions techniques, we encourage the use of DoF
to update parts of rules that govern a reasoning process, not only for preserving consis-
tencies, but also for adaptation. Belief revision processes rely on crisp logic and look
for the smallest subset of formulas to keep a logical theory consistent when a formula
is added in the theory. For our needs this vision is limited because only faces logical
theories and because is used to avoid inconsistencies.

By using degrees of freedom, we bound the space of states by constraining what
can be modified and what not. Thus, a main reasoning structure remains constant, but
not static. In the case of logic-based BDI agents, this is very clear. For instance, the
original model that Rao and Georgeff presented [14] states some basic and untouchable
axioms to ensure several properties of the logical reasoning, but also considers other
set of axioms that when included in the logic, model totally different behaviors. A clear
example is the relation between the three main attitudes: beliefs, desires and intentions.
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They define a typology of agents, the main ones being realist, strong realist and weak
realist agents.

This is one of the advantages of using BDI models. The flexibility they achieve. By
simply adding or erasing some axioms we can model an infinity of agents. However,
when facing autonomous agents that must deal with open environments, we need some
more flexibility. In Rao and Georgeff’s BDI model, could an agent move from a strong
realism to weak realism at run-time? From a technical point of view it is just a matter
of changing two axioms. From a logical point of view, this process is outside the logic,
and must be done at a meareasoning level. The possibility to update or modify some
axioms is supported by the cognitive theory presented in the introduction of this paper,
in which real autonomous agents should be aware of the way they reason. Due to that,
agents can think about how they think and act in consequence (see section 2 for more
details).

Notice that in the model of Rao and Georgeff the switch between strong realism
and weak realism implies the totally substitution of a set of axioms for another set.
This is the most extreme scenario in which the DoF involves the whole rule, because
of the nature of the logic, which is crisp. More complex and expressive logics, like
the BC-logic presented in the previous section, can deal with probabilities, which can
be incorporated in the axioms to somehow tune their strength in the reasoning process,
for instance. In a similar way, brige rules, which in fact are outside the logic, can be
also tune by similar elements.

In the following sections we show how a similar formalism used for the DoF of
dynamic protocols can be used to specify a metareasoning model for our BDI+Repage
model.

4.2 A Metalevel Specification for the Rules AI and AR

In this subsection we focus on the relationship between the Repage model and the Belief
context. This relation is statically specified by the rules AI and AR. As we mentioned,
these rules are responsible for translating Image and Reputation predicates into atomic
beliefs. Following the specifications of the Repage reputation model and the underlying
theory, these rules are a very accurate formalism to generate the belief that in a more
atomic way represent the information provided by the reputation model. However such
transformation may carry out the logical inconsistency on the belief theory. This is
the case when the Trust axiom is present and we have very contradictory information
between an image and a reputation predicate of a given agent in a given role.

These inconsistencies always refer to probabilistic issues. To illustrate this, we can
assume that the trust predicate is present in the belief context as Bi(Sϕ → ϕ). Then, it
may occur that rules AI and AR have generated the following beliefs:

Bi([buy(alice)]V eryBad, 0.9) (1)

Bi([buy(alice)]V eryGood, 0.1) (2)

BiS([buy(alice)]V eryBad, 0.5) (3)

BiS([buy(alice)]V eryGood, 0.5) (4)
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Due to the trust axiom, the formulas 3 and 4 imply the following formulas:

Bi([buy(alice)]V eryBad, 0.5) (5)

Bi([buy(alice)]V eryGood, 0.5) (6)

Notice that formula 1 implies formula 5, and formula 6 implies formula 2. The inconsis-
tency relies on that propositions veryBad and veryGood should be mutually disjoint.
Then, how is it possible to belief that with a probability higher that 0.9 after execution
of the action buy(alice) we will obtain a very bad product, and with a probability higher
that 0.5 we will obtain a very good product?

To solve this kind of situations we provide the agent with the capability to modify
its bridge rules. To do so, we define one degree of freedom at each one of the rules AI

and AR. By doing this we are specifying metarules (M(AI), M(AR)), which map to a
family of different AI and AR rules:

M(AI ):

RC : imgi(j, r, [Vw1 , Vw2 , . . . ])
BC : (Bi(pr([Rr(j)]Tr,w1 , Vw1)) = Xj,r,1)
BC : (Bi(pr([Rr(j)]Tr,w2 , Vw2) = Xj,r,2))

. . .

M(AR):

RC : repi(j, r, [Vw1 , Vw2 , . . . ])
BC : (Bi(pr(S([Rr(j)]Tr,w1 , Vw1)) = Yj,r,1))
BC : (Bi(pr(S([Rr(j)]Tr,w2 , Vw2)) = Yj,r,2))

. . .

Notice that if we set the default value of Xj,r,1 and Yj,r,1 to 1, we have exactly the
original rules AI and AR, since in BC-logic, ϕ ↔ pr(ϕ) = 1. The process by which
the agent decides which value to take is a metareasoning process. Different heuristics
can be used to perform such task. What it is clear is that such heuristics is a process that
depends on a set of beliefs (Trust axiom and the beliefs that refer to the same agent and
role must be part of the inputs of such process).

4.3 A Metalevel Specification for the Trust Axiom

In a similar way, the generic trust axiom that relates what is said with what is believed
can be modified, and in fact, it is crucial for the adaptation of the agent. On the one
side, if no trust axiom is present in the theory, formulas like BiSϕ will never become
Biϕ. On the other side, if the trust axiom is present, BiSϕ would imply Biϕ. However,
we also talk about graded trust, Bi(pr(Sϕ → ϕ) = g), and the effects on the formulas
like BiSϕ and Bi(S(pr(ϕ) ≥ p))2. Different values of g model different behaviors of
the agent. Thus, we can consider this g as a DoF of the axiom. We can write the meta
axiom M(Trust) as

Bi(pr(Sϕ → ϕ) = Z)

2 It can be proved that if the graded trust axiom is present, and the formula Bi(S(pr(ϕ) ≥ p))
holds, then it can be deduced Bi(pr(ϕ) ≥ p · g) [11].
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As well, different heuristics as metaprocesses can be considered for the update of the
DoF. In section 5 we consider an heuristics for this axiom and show how agents behavior
changes during time.

Notice that the inclusion of such axiom with a Z higher that 0 may cause inconsis-
tencies in the theory, as we explained in the previous subsection. Because of that, this
process can start another process to update the values of Xj,r,p and Yj,r,p agent j, role
r and weight p.

4.4 Processes Description

Figure 4 shows a graphical representation of the metarules dependences. Circles M1
and M2 represent processes:

– M1: This process is in charge for deciding the DoFZ , which belongs to M(Trust).
In the experimental section we state how this concrete process could be performed.
In any case, the graphical representation shows that this process is fed by the actual
instantiation of the trust axiom (which is only characterized by the DoF variable
Z), and information from the Repage context. The output of the process is a new
value for Z (in the graphic is shown as Z ′).

– M2: This process only receives the current instantiation of the Trust predicate,
characterized by Z . As we argued, this value is the only that can produced incon-
sistencies in the theory of BC-Context. As output, it provides new values from the
DoF Xj,r,p and Yj,r,p, for each different agent j, role r and weight p. Thus, the
number of different instantiated rules is computed by |Ag| · |R| · |W |. This means
that potentially, each agent in each role can have a different inference rule from
Repage to BC-Context.

We leave the exploration of the metaprocess M2 for future work. Instead, we focus on
M1, providing a possible mechanism to compute Z .

Fig. 4. The metalevel specification. Dot lines specify the metalevel reasoning. Notice that all them
come from the belief context.

5 Experimentation

In this section we propose a concrete solution for the M1 process, to update the trust
axiom represented by the metarule
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Bi(pr(Sϕ → ϕ) = Z)

As previously shown, this axiom plays a crucial role in the relationship between image
and reputation predicates. Different values of the degree of freedom produce a typology
of agents. When Z is 0, the agent only takes into account image information. When Z is
1, reputation information is as valuable as image information in terms of the impact that
the information has in the mind of the agent. Previous work on cognitive theories and
simulation of image and reputation dynamics [16,7] reveals that the amount of reputation
information that circulates in a society is a lot higher than image-based information, due
to the implicit commitment that sending image information carries out.

However, even when reputation information is mostly inaccurate, open societies per-
form better when reputation information is allowed in the system, and also are more
robust with respect to certain level of cheating information3. This indicates that agents
face mostly inaccurate information but that they need to use it to face real uncertain and
unpredictable scenarios.

These studies are very helpful when defining a process to decide Z . Our trust axiom
is in fact a predicate that indicates how much information that circulates in the society
can be considered true. In the way we have defined rules AI and AR, settings of Z tend-
ing to 0 could be useful when the number of cheaters is considerably big, meanwhile
settings of Z close to 1 would be helpful in the opposite way.

5.1 Scenario and Simulation Settings

We replicate a simple market where in the society we have a set of buyer, seller and
informant agents. In this scenario, all sellers offer the same product, which has a certain
quality going from 0 (minimum) to 100 (maximum). Also, a delivery time expressed
in weeks is associated with the seller. These agents are completely reactive and sell
the products on demand. Buyers are BDI agents following the model described in this
paper. Therefore, the main goals of the agents are described in terms of graded desires.

The set of informant agents send out reputation information about the sellers. We
control the experiment by setting a percentage of informants that spread bad reputation,
the number of sellers and the distribution of qualities and delivery times.

The performance of the buyers is evaluated by the level of satisfaction obtained after
their decision. As we mentioned, buyer agents state their preferences by a set of graded
desires. These desires can be positive or negative, and each one of them has a grade. Af-
ter an action is performed, the agent receives the fulfillment of the interaction, obtaining
the real quality of the product and the delivery time. This information is compared with
the objectives of the agent. The level of satisfaction of the agent is calculated by sum-
ming the grades of positive achieved desires and subtracting the grades of the achieved
negative desires.

At each turn buyers need to perform an action. In this case, they need to buy a product
to some of the available sellers. To simulate the fact that reputation information is more
present than image information, at each turn all informants send reputation information

3 More that 50% of cheaters in a society still produces a benefit in the overall performance when
reputation is allowed.
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to the buyers. In this experiments we do not consider image communications. Therefore,
image information is only calculated through direct experience. In this sense, at each
turn one direct experience is contrasted with N reputation communications from the
informants (where N > 1).

In the specification, we are considering the evolution of a single buyer with 10 sell-
ers and 5 informants. We execute 10 times each experiment and consider the average
level of satisfaction for each turn. We state a distribution of qualities and delivery times
in such a way that the best qualities and best delivery times are very scarce. If these
properties are the norm, the society does not need the exchange of information, since a
random choice from the buyer would get already a very good seller4

5.2 Static Experiments

It is easy to show the effects of a fix trust axiom in different situations. Figure 5 shows
the accumulated average level of satisfaction obtained by a buyer at each turn in an
environment where all informants are honest, and when all informants are liars, consid-
ering Z = 0 and Z = 1. Since when Z = 0 reputation information is not taken into
account, the performance in this case does not depend on the quality of the reputation
information.

The graphic shows that when Z = 1, in the case of a scenario with honest informants,
the level of satisfaction obtained by the agent considerable increases with respect to the
case in which Z = 0. Assuming normality in the data, from the turn 10, the difference
is already statistically significant with a 95% of confidence (p value≤ 0.05), and from
the turn 20 on, the difference becomes significant with a 99% of confidence (p value≤
0.01).

Also, when Z = 1 and in the scenario all informants spread false reputation, the
performance of the buyer decreases considerably with respect to the case in which Z =
0. In fact, from the very first turns, the difference becomes already significant with a
confidence of 99%.

Fig. 5. Level of satisfaction obtained after

4 We use the JASON platform [17], which offers to logic-based agents (prolog-like) a multia-
gent communication layer. The source code, together with the exact parameters and the set of
desires used to run the experiments can be found at
http://www.iiia.csic.es/∼ipinyol/sourceABSS09.zip
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These results are quite obvious. Since image information is only created from direct
experiences (1 at each turn) and reputation information through communicated reputa-
tion (5 at each turn) if the communicated information corresponds to the reality and the
agent believes what circulates in the society (Z = 1) the buyer should discover faster
which are the sellers that accomplish her objectives. As well, if reputation information
if mostly false, and the agent believes it, for a long time the buyer would not be able to
fulfill her objectives.

5.3 Dynamic Adaptation Experiments

The main idea behind the updating of Z is that in scenarios where mostly false repu-
tation information circulates Z should be tend to 0. On the contrary, scenarios where
reputation information is mostly accurate, Z should tend to 1. In this very preliminary
paper, we study the effects of an adaptation strategy in the same situations tested in the
previous extreme experiments.

The strategy is very simple, but effective. As described in the theoretical part of the
paper, metarules can be updated from the beliefs that the agent hold. In our case, we
theorize that a good metaprocess for updating Z is aggregate the differences for each
agent and role of the image and reputation information hold in the Repage system. So,
if most of the image information coincide with reputation information (about the same
agent/role), the Z value should increase from the current value (in certain proportion).
On the contrary, it should decrease. This algorithm contains the parameter Increment,
which could be also considered as another degree of freedom.for the sake of simplicity
we consider it as a constant value.

Figure 6 shows the performance obtained in both scenarios. It can be observed how
the final performance tends to the theoretical optimum in each situation. In both sce-
narios there is no statistical significant difference between the performance and the
theoretical optimum, with p values higher than 0.2 with most of the points of the graph.

Fig. 6. Level of satisfaction obtained with agents using adaptation in a scenario with 100% of
liars (left) and 0% of liars (right). Dot line represents the theoretical best possible performance.

The adaptation process can be clearly observed with the performance of a single
execution. Figure 7 shows a typical pattern (usually the period where the level of sat-
isfaction is so low is much shorted. For this reason the final average of 10 executions
does not show it) in which after a while, the agent is able increase her level of goal
achievement.
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Fig. 7. Performance of a single agent with adaptation in a scenario without liars

6 Conclusions and Future Work

After reading the paper it should be clear the importance of allowing degrees of freedom
in the reasoning processes of autonomous agents. As mentioned in the cognitive theory
presented by Castelfranchi and Paglieri in [4], cognitive agents are aware of the reasons
from which certain information if believed, and because of that, they are able to reason
about how they reason, and change it if necessary. Thus, we strongly believe that real
autonomous agents should be designed taking into account certain degree of granularity.
Cognitive designs should be aware that the path that an agent follows to arrive at certain
conclusion is as important as the conclusion itself. Therefore, ways to reason about such
paths and the capability to modify them should be taken into account, not only for the
agent itself, but also for possible explanations to other agents, like in argumentation.

We also encourage the use of logical approaches in the design of cognitive systems.
The advantage of such systems is that with a finite set of rules a whole deduction tree can
be created, implicitly providing supporting sets. This big advantage has an important
counter effect: the static nature of the axiomatization. At a metareasoning level though,
similar to belief revision process, certain set of axioms (those which define typology
of agents, not that structurally guarantee certain logical properties) can me updated,
changing then the whole reasoning tree. We show a possible method to do it in this
paper. However, this needs a deeper study in the future.

Getting into the concrete scenario that we faced, it should also be clear that repu-
tation and image information can totally participate in metareasoning processes. We
proposed a method in which bridge rules and axioms can be specified as metarules fol-
lowing the idea of degrees of freedom introduced in [15]. We let for future work the
proper formalities of the proposed design method. Also, regarding the actual design of
BDI+Repage model we plan to provide alternative metaprocesses to update the trust
predicate and the relation with the other metarules M(AI) and M(AR).
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