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Abstract. Workflow-structured Web service composition is an emerging com-
puting paradigm for constructing next-generation large-scale distributed appli-
cations within and across organizational boundaries. Mapping such application
workflows in heterogeneous environments and optimizing their performance in
terms of quick response and high scalability are vital to the success of these
distributed applications. Workflows with complex execution semantics and de-
pendencies are typically modeled as directed acyclic graphs. We construct cost
models to estimate data processing and transfer overheads and formulate the re-
stricted workflow mapping for minimum total execution time as an NP-complete
optimization problem. We propose a heuristic approach to this problem that re-
cursively computes and maps the critical path to network nodes using a dynamic
programming-based procedure. The performance superiority of the proposed ap-
proach is illustrated by an extensive set of simulations and further verified by
experimental results from a real network in comparison with existing methods.
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1 Introduction

As the number of Web services of wide variety grows rapidly in the Internet, Web
service composition has become an important computing paradigm for constructing
next-generation large-scale distributed applications within and across organizational
boundaries. Successful business operations require an efficient and flexible scheme for
pooling globally available Web service-based resources together to quickly adapt to
various customer needs and dynamic market conditions. WS-BPEL (Web Service Busi-
ness Process Execution Language) is now a de facto specification for Web service
composition.

A WS-BPEL application based on composite Web services features complex execu-
tion semantics and is typically coordinated by a single node referred to as a centralized
orchestrator. The WS-BPEL process is usually designed by application developers ac-
cording to certain business logics and manually deployed on a WS-BPEL engine. Fig. 1
diagrammatizes a typical execution setup of WS-BPEL process: a request is sent to the
centralized WS-BPEL engine, which orchestrates the invocation of Web services lo-
cated in different Web containers. As pointed out in [7], instead of transferring data
directly from the point of generation to the point of consumption, this execution model
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Fig. 1. A typical execution setup of WS-BPEL process

uses the engine as a central intermediator to exchange data between Web services, re-
sulting in unnecessary network traffic. In addition, a Web service could generate a large
volume of data that are irrelevant to the composite service but still need to be transferred
to the engine where they are eventually discarded, hence causing unnecessary workload
in the network. This client-server communication model poses an inherent performance
limitation on scalability: the system performance degrades significantly as the traffic
and workload increase in heterogeneous and cross-organization environments.

We propose a distributed approach to execute a WS-BPEL process that overcomes
the above performance limitation by constructing and mapping a WS-BPEL workflow
with direct inter-web service data transfer to a set of network nodes. The workflow is
constructed by a static analyzer that takes three steps: (i) load a WS-BPEL process and
transform it into a customized memory structure of WS-BPEL process (Java classes);
(ii) load the generated memory representation of BPEL process and transform it into a
BCFG (BPEL Control Flow Graph) representation; and (iii) apply a revised algorithm
in [3] to remove control flow edges in BCFG and insert control and data dependence
edges, which generates the final Program Dependence Graph (PDG) representation of
the WS-BPEL process. We apply static analysis techniques of multi-threaded programs
to BPEL process and some composition structure patterns, such as AND split (fork),
XOR split (conditional), loop and AND join (merge), and XOR join (trigger), which
can be modeled and represented in our tCFG (threaded Control Flow Graph)-structured
BCFG [3, 10]. Note that loop operations can be managed by unfolding the cycles as
proposed in [31]. We would like to point out that the activities in BPEL considered here
are synchronous and stateless Web services invocations. Invocations of asynchronous
and stateful Web services are more complicated and are out of the scope of this paper.

The workflow mapping may be subject to some restrictions and involves two types of
graphs: (i) a Directed Acyclic Graph (DAG) that models the workflow of a WS-BPEL
process, where each vertex represents an activity and each directed edge represents
the data transfer or execution dependency between two activities (also referred to as
PDG [12]); (ii) a directed weighted graph that represents an underlying physical com-
puter network, where Web services are deployed on heterogeneous computing nodes
that are connected by network links with different bandwidths. The topology of the
computer network may not be complete in a dedicated network environment or even
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in the Internet due to different administrative policies and firewall settings. Further-
more, the Web services in the Internet come and go dynamically while those deployed
in high-speed reliable enterprise intranet are more stable and predicable. Mapping such
workflows into heterogeneous computing environments and optimizing their end-to-end
performance are crucial to ensuring the success of business processes requiring quick
response and the maximum utilization of system resources.

The workflow-structured WS-BPEL process requires distributed execution of com-
plex Web service components with inter-component communications using massively
dispersed computing and networking resources to support business collaborations in
various domains. The workflow mapping objective is to strategically select an appro-
priate set of network nodes that host different Web services in the physical computer
network and assign each activity in the WS-BPEL process to one of those selected
nodes to achieve the Minimum Execution Time (MET) of the process for fast response.
Certain activities in a WS-BPEL process might be restricted to some specific com-
puting nodes providing the corresponding Web services. We refer to such activities as
restricted activities as opposed to free activities, which can be mapped onto any com-
puting nodes. We allow multiple activities to be mapped onto the same node and the
computing resources of that node are shared in a fair manner by those activities run-
ning concurrently on that node. Note that activities assigned to the same node do not
share computing resources if their executions do not overlap due to the dependency or
unavailability of input data. Similarly, the bandwidth of a network link is fairly shared
by multiple data transfers that take place concurrently on the same link. We formulate
the workflow mapping with arbitrary node reuse and certain mapping restrictions as an
NP-complete optimization problem, and propose a heuristic approach, restricted Re-
cursive Critical Path (rRCP), which is modified from the Recursive Critical Path (RCP)
algorithm in [29] by taking the mapping restrictions into consideration.

The rest of the paper is organized as follows. We conduct an extensive survey of WS-
BPEL processes and workflow mapping in Section 2. We construct mathematical mod-
els and formulate the problem in Section 3. In Section 4, we design the rRCP algorithm
for workflow mapping to achieve MET. The implementation details and performance
evaluations are presented in Section 5. We conclude our work in Section 6.

2 Related Work

Web services have found pervasive applications in different domains over wide-area
networks [17, 22, 27]. Guo et al. proposed the ANGEL model for service composition
and adopted a redundant mechanism in ANGEL to improve system availability [17].
In [27], Shin et al. proposed a simple heuristic solution to Web service composition
where the highest search priority is given to services providing the largest number of
new responses. Li et al. proposed a general purpose Web Service Management System
in [22] that enables execution optimization of composite services through multiple en-
gines. In the Symphony project [24], Mangla [25] partitioned a composite Web service
written as a single WS-BPEL program into an equivalent set of decentralized processes
using a new code partitioning algorithm based on PGD to minimize communication
costs and maximize the throughput of multiple concurrent instances of the input pro-
gram. However, Mangla’s work does not consider the situation where multiple services
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may be executed on a single server. Yildiz et al. proposed an efficient process transfor-
mation technique that converts a process conceived for centralized execution to a set of
nested processes to be deployed on dynamically bound services [30]. Other research ef-
forts along this line include the static optimization of WS-BPEL process [3] and batch
invocation of Web services [10], where the former applies static analysis to the WS-
BPEL process to identify “concurrent branches” and the latter reduces the number of
connections by forming batch invocation request to implement “one request, many in-
vocations of Web services”. Security and performance issues of BPEL processes were
studied in [5] and [6], respectively.

The workflow mapping problem in distributed network environments under different
constraints has been extensively studied by researchers in various disciplines [4, 8, 9,
15, 28] and continues to be the focus of distributed computing due to its theoretical
significance and practical importance. Zhu et al. proposed a model of overlay network
with linear capacity constraints (LCC) [32], which incorporates correlated link capac-
ities by formulating shared bottlenecks as linear constraints of link capacities. Guerin
et al. tackled an all hops optimal path problem to minimize end-to-end delay or max-
imize bandwidth with a limit on the maximum number of possible hops [16]. Among
the traditional workflow mapping problems in theoretical aspects of computing, sub-
graph isomorphism is known to be NP-complete [14] while the complexity of graph
isomorphism still remains open. Many special cases of graph isomorphism under dif-
ferent topology constraints on the mapped (workflow) or mapping (network) graphs can
be solved in polynomial time, including isomorphism between planar graphs [18] and
bounded valence graphs [23]. The mapping computational complexity could also be
reduced by introducing an adequate representation of the search space and process, and
pruning unprofitable search paths in the search space [13].

Many research efforts have been focused on static scheduling algorithms for multi-
processors that are considered as identical resources. Kwok et al. proposed Dynamic
Critical-Path (DCP) scheduling algorithm [20] to map task graphs with arbitrary com-
putation and communication costs to a multiprocessor system with an unlimited number
of identical processors in a fully-connected network. A task graph scheduling scheme
for streaming data, Streamline, which places a coarse-grain dataflow graph on avail-
able grid resources, is proposed in [2] to improve the performance of graph mapping
for streaming applications with various demands in distributed network environments.
Most graph mapping or task scheduling problems in grid environments assume com-
plete networks with heterogeneous resources. Similar mapping problems are also stud-
ied in the context of sensor networks. Sekhar et al. proposed an optimal algorithm for
mapping subtasks onto a large number of sensor nodes based on an A∗ algorithm, and
also proposed a greedy A∗ algorithm to reduce the complexity of the original optimal
solution accounting for the limited energy of each sensor node [26].

3 Cost Model and Problem Formulation

We model the workflow of a WS-BPEL process as a task graph Gt = (Vt ,Et), |Vt | = m,
where vertices represent different computing activities: w0,w1, . . . ,wm−1. The data or
control dependency between a pair of adjacent vertices wi and wj is represented by a
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directed edge ei, j with data size zi, j between them and the entire workflow is modeled
as a DAG starting from the source activity w0 and ending at the destination activity
wm−1. An intermediate activity wi cannot start any processing until it receives all re-
quired input data from its preceding activities. The computational complexity of an
activity is modeled as a function fwi(·) on the total aggregated input data zwi , and the
activity sends results to its succeeding activities once it completes the required process-
ing. We estimate the computing time of an activity wi running on network node v j as

Tcomp(wi,v j) =
fwi (zwi )

p j
. The actual runtime of an activity does not only depend on the

total aggregated incoming data size and computational complexity, but also the capacity
of system resources deployed on the selected nodes as well as their availability during
the runtime. Note that for an application with multiple source or destination activities,
we could convert it to this model by inserting a virtual starting or ending activity of
complexity zero connected to all source or destination activities with zero-sized output
or input data transfers.

Table 1. Workflow and network parameters

Parameters Definitions
Gt = (Vt ,Et) task graph

m number of activities in the workflow
wi the i-th computing activity
ei, j dependency edge from activity wi to w j

zi, j data size of dependency edge ei, j

zwi aggregated input data size of activity wi

fwi(·) computational complexity of activity wi

Gc = (Vc,Ec) computer network graph
n number of nodes in the network graph
vi the i-th network or computer node
vs source node
vd destination node
pi normalized computing power of vi

li, j network link between nodes vi and v j

bi, j bandwidth of link li, j

di, j minimum link delay of link li, j

Tcomp(wi,v j) computing time of activity wi running on node v j

Ttrans(zh,k,li, j) transfer time of data zh,k over link li, j

Ttotal total execution time required for a WS-BPEL process

The underlying computer network is modeled as an arbitrary weighted graph Gc =
(Vc,Ec) consisting of |Vc| = n computer nodes interconnected by directed communi-
cation links represented by a matrix L[n × n]. The processing power of a computer
node is a complex notion that combines a variety of host factors such as processor fre-
quency, bus speed, memory size, I/O performance, and presence of co-processors. For
simplicity, we use a normalized variable pi to represent the overall processing power
of a network node vi without specifying its detailed system resources. There are two
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parameters, bandwidth (BW) bi, j and minimum link delay (MLD) di, j, associated with
a network link li, j ∈ L (i, j ∈ n) between nodes vi and v j. The estimated time of transfer-
ring the data zh,k between modules wh and wk over the network link li, j can be calculated
as Ttrans(zh,k, li, j) = zh,k

bi, j
+ di, j.

,j kl

,j kb
,j kd

ip
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kv

iv

jv kp
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gw rw
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uw
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Fig. 2. A mapping example

For convenience, we tabulate in
Table 1 the notations we define in the
above workflow and network models
to facilitate the problem formulation. A
mapping example is illustrated in Fig. 2,
where activities wh and wg are mapped
to network node vi, wl is mapped to v j,
and wr, wt and wu are mapped to vk. The
dashed arrows represent the data or con-
trol dependencies in a WS-BPEL pro-
cess and the solid arrows represent the
communication links between network
nodes. Activity wr cannot start its execu-
tion until it receives all required data from its preceding activities wh and wl . Note that
wr does not receive data directly from wh and wl in the centralized execution model,
where a central engine is responsible for all data communication. Activity wr aggre-
gates incoming data and performs a predefined computing routine whose complexity
is modeled as function fwr(·) on the total aggregated input data zwr and sends out the
results to its succeeding activities upon finishing its processing.

The mapping objective is to map all the activities of a WS-BPEL process onto an
appropriate set of computer nodes to minimize total execution time Ttotal , which is de-
termined by its critical path (CP), i.e. the longest path of the workflow. Once a mapping
scheme is determined, one may calculate Ttotal by adding up all the computing time and
transfer time incurred on the CP, which can be estimated as:

TTotal = ∑
wi∈CP

Tcomp(wi,vh)+ ∑
e j,k∈CP

Ttrans(z j,k, l f ,g)

= ∑
wi∈CP

fwi (zwi )
ph

+ ∑
e j,k∈CP

(
z j,k
b f ,g

+ d f ,g

) (1)

We assume that the inter-activity transfer time on the same node is negligible consider-
ing that the in-memory transfer rate is much faster than across networks.

The proposed workflow mapping problem considers node reuse and resource share.
In the underlying network, multiple services might be mapped onto the same node but
some services are only available on certain nodes. To simplify the time estimation of an
activity, we combine the time cost for service invocation and activity processing.

4 Restricted Workflow Mapping Algorithm

The workflow mapping or scheduling problem is known to be NP-complete [2, 21] even
on two processors without any topology or connectivity restrictions [1]. The mapping
problem in this paper considers mapping restrictions: some activities in the WS-BPEL
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process can only be mapped onto certain nodes with specific resources to support the
execution of those restricted activities. We modify and adapt the Recursive Critical Path
(RCP) algorithm in [29] to this new problem and propose a restricted version of RCP
algorithm, referred to as restricted Recursive Critical Path (rRCP).

4.1 rRCP Algorithm

rRCP features a recursive optimization strategy. In each round, it chooses the CP based
on the previous round of calculation as shown in Fig. 3 and maps it to the network nodes
using a dynamic programming-based procedure until the mapping results converge to
an optimal or suboptimal point or a certain termination condition is met. The mapping
restrictions are taken into consideration when each activity is being mapped.
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Fig. 3. An example of WS-BPEL process map-
ping using rRCP algorithm

The pseudocode of the rRCP map-
ping scheme is provided in Alg. 1. The
initial mapping assumes resource homo-
geneity and connectivity completeness in
computer network, that is, the computer
network is considered as complete with
identical computer nodes and commu-
nication links. Thus, we only need to
consider the workflow when calculating
the initial computing and transfer time
cost components on each activity and
over each dependency edge, respectively.
With the initial time cost components in
workflow G1

t , we find its CP P1 using a
procedure defined in FindCriticalPath(),
which essentially finds the longest path
in a DAG. From this point on, we remove the assumption on resource homogeneity and
connectivity completeness, and map the current CP, i.e P1 to the real computer network
using a dynamic programming-based pipeline mapping algorithm MapCriticalPath()
with arbitrary node reuse as well as mapping restrictions for MET. The activities that
are not located on the CP, referred to as branch or non-critical activities, are mapped to
the network nodes using a procedure defined in MapNonCriticalActivity(). Based on
the current mapping, we compute a new CP using updated time cost components in Gi

t
and calculate a new MET. The above steps are repeated until a certain condition is met,
for example, the difference between two METs of two consecutive iterations is less than
a preset threshold.

The complexity of the rRCP algorithm is O(k(m + |Et |) · |Et |), where m represents
the number of activities in the WS-BPEL process, |Et | and |Ec| denote the number of
dependency edges in the workflow and communication links in the computer network,
respectively, and k is the number of iterations where CPs are calculated and mapped.

The algorithm for CP calculation is well studied and documented in the literature.
The algorithms for CP mapping MapCriticalPath() and non-critical activities map-
ping MapNonCriticalActivity() are similar to those proposed in [29] using a dynamic
programming-based and a greedy-based procedure, respectively. Note that when
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Algorithm 1. rRCP(Gt ,Gc,vs,vd)
1: MET0 = METmax = MaxValue;
2: Create Gc

∗ by assuming resource homogeneity and connectivity completeness in Gc;
3: Calculate initial cost components for G1

t based on Gc
∗;

4: P1 = FindCriticalPath(G1
t ,w0,wm−1);

5: MET1(G1
t ) =∑(Tcomp(P1)+Ttrans(P1));

6: i = 1;
7: while |METi −METi−1| ≥ T hreshold do
8: Call MapCriticalPath(Pi,Gc,vs,vd) to map the activities on CP Pi to network Gc with

mapping restrictions;
9: Call MapNonCriticalActivity(Pi,Gi

t ,Gc,vs,vd) to map the activities not on CP to network
Gn with mapping restrictions;

10: i = i+1;
11: Calculate new time cost for Gi

t based on the current mapping;
12: Pi = FindCriticalPath(Gi

t ,w0,wm−1);
13: METi(Gi

t) = ∑(Tcomp(Pi)+Ttrans(Pi));
14: return METi(Gi

t).

multiple activities are assigned to the same computer node, resources on this node are
shared among these activities only if they can run concurrently. Two activities are con-
sidered “independent” if there does not exist any path between them, and only indepen-
dent activities may run concurrently on the same node. It is worth pointing out that the
time calculation based on this resource share strategy is still an approximation since the
execution start time of an activity depends on the arrival time of its latest input data.
Therefore, even independent activities deployed on the same node may not run concur-
rently if their execution start and end times do not overlap. Note that some activities in
the WS-BPEL process can only be executed on a subset of computers in the network,
which imposes additional constraints for selecting nodes. In Fig. 3, the IDs listed under
an activity are the IDs of those computer nodes that have been ruled out for deploying
that activity. For example, activity w1 cannot be mapped to nodes v6 and vp.

5 Performance Evaluation

Despite the widespread application of WS-BPEL processes in a wide spectrum of fields,
there still lacks a standardized benchmark for evaluating their performances. We present
below the results from both simulations and real network experiments to illustrate the
performance superiority of the proposed mapping solution over existing algorithms.

5.1 Simulation Results

The proposed rRCP algorithm is implemented in C++ and runs on a Windows XP desk-
top PC equipped with a 3.0 GHz CPU and 2 Gbytes memory. For performance com-
parison purposes, we also implement the other three algorithms, namely, Greedy A∗,
Streamline, and Naive Greedy. A∗ algorithm is a static allocation scheme proposed by
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Sekhar et al. [26], which maps the subtasks of a DAG-like workflow onto a large num-
ber of sensor nodes. A greedy A∗ algorithm, which is specifically designed to reduce the
complexity of the A∗ algorithm, explores only the least-cost path of the search tree in

Table 2. Simulation-based performance comparison of MET among four algorithms

Prb Problem Size MET (s)
Idx m, |Et |, n, |Ec| rRCP Greedy A∗ Streamline Naive Greedy
1 4, 6, 6, 35 1.05 1.08 1.15 1.08
2 6, 10, 10, 96 1.15 1.85 1.33 1.23
3 10, 18, 15, 222 1.59 1.89 1.95 1.92
4 13, 24, 20, 396 1.49 2.16 2.09 2.19
5 15, 30, 25, 622 2.29 2.57 2.67 2.32
6 19, 36, 28, 781 1.41 1.75 1.71 1.57
7 22, 44, 31, 958 1.17 1.43 1.61 1.74
8 26, 50, 35, 1215 3.14 3.76 3.83 3.57
9 30, 62, 40, 1598 4.40 5.38 5.41 4.92

10 35, 70, 45, 2008 4.24 5.19 5.99 4.48
11 38, 73, 47, 2200 3.21 3.64 5.16 4.40
12 40, 78, 50, 2478 2.69 3.73 4.31 3.17
13 45, 96, 60, 3580 1.41 1.52 2.07 1.81
14 50, 102, 65, 4220 1.99 5.01 3.87 4.59
15 55, 124, 70, 4890 7.64 12.35 9.49 10.84
16 60, 240, 75, 5615 9.98 11.45 15.07 13.55
17 75, 369, 90, 8080 11.57 19.37 14.68 15.13
18 80, 420, 100, 9996 24.83 31.73 30.69 28.50
19 90, 500, 150, 22496 17.33 24.74 20.77 21.37
20 100, 660, 200, 39990 35.79 41.37 38.66 39.29

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 2020
0

5

10

15

20

25

30

35

40

45

Index of 20 problem sizes

M
E

T
 (

s)

 

 

rRCP
Greedy A*
Streamline
Naive Greedy

Fig. 4. Simulation-based MET performance comparison among the four algorithms
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Fig. 5. Performance speedups of rRCP over the other three algorithms

Table 3. Simulation-based MET performance comparison of mean and standard deviation

MET (s)
Prb Problem Size rRCP Greedy A∗ Streamline Naive Greedy
Idx m, |Et |, n, |Ec| Mean Std Div Mean Std Div Mean Std Div Mean Std Div
1 4, 6, 6, 35 0.5280 0.3824 0.5600 0.4121 0.5600 0.4105 0.5600 0.4121
2 10, 18, 15, 222 1.2750 0.4832 1.6120 0.4893 1.4680 0.7200 1.5530 0.6351
3 15, 30, 25, 622 2.0600 0.4323 2.0090 0.4967 2.4430 0.5029 2.3080 0.7288
4 22, 44, 31, 958 2.1160 0.5808 2.7720 0.8537 2.9720 0.8707 2.3200 0.7722
5 30, 62, 40, 1598 2.9780 1.4326 3.7160 1.8126 4.2450 1.4535 3.1270 1.4951
6 40, 78, 50, 2478 3.0360 1.2833 3.8980 1.4230 4.7650 1.5064 3.4040 1.8909
7 50, 102, 65, 4220 3.6840 1.1972 4.6110 1.6615 5.2930 1.3297 3.8940 1.2713
8 60, 240, 75, 5615 8.8360 2.0971 11.9580 3.0178 12.3640 2.2823 10.0900 2.3685
9 80, 420, 100, 9996 16.1200 2.5483 21.3010 2.9096 21.4230 3.6038 20.1380 5.1338

10 100, 660, 200, 39990 25.1450 4.4816 30.0550 6.6525 28.8300 5.1543 26.5470 6.5483

the solution space, instead of searching all feasible paths, assuming that the optimal so-
lution is most likely to be found on this path. Streamline works as a global greedy algo-
rithm that expects to maximize the throughput of a distributed application by assigning
the best resources to the most needy stages in terms of computation and communication
requirements at each step [2]. The greedy algorithm makes an activity mapping deci-
sion at each step only based on the current information without considering the effect
of this local decision on the mapping performance at later steps.

We conduct an extensive set of mapping experiments for MET using a large number
of simulated workflows for WS-BPEL processes and computer networks. These simu-
lation datasets are generated by randomly varying the parameters of the workflows and
computer networks within a suitably selected range of values: (i) the number of activi-
ties and the complexity of each activity, (ii) the number of inter-activity communications
and the data or control flow between two activities, (iii) the number of nodes and the
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processing power of each node, and (iv) the number of links and the BW and MLD of
each link. The topology and size of 20 simulated computing workflows and computer
networks as well as the MET calculated by four mapping algorithms in comparison are
tabulated in Table 2, where the problem size is represented by a four-tuple: m activities
and |Et | edges in the workflow, and |n| nodes and |Ec| links in the computer network.
For a visual performance comparison, we plot in Fig. 4 the MET performance measure-
ments from these four algorithms for 20 different problem sizes ranging from small to
large scales. We observe that rRCP exhibits comparable or superior MET performances
over the other three algorithms. Note that the MET measurement points plotted along
the x axis (index of problem size) are independent of each other due to the random
generation of these 20 problem instances. However, since MET represents the total ex-
ecution latency from source to destination, a larger problem size with more network
nodes and computing activities generally, not absolutely though, incurs a longer map-
ping path resulting in a longer execution time, as the overall increasing trend indicates.

We also plot the MET performance speedup of rRCP over the other three algorithms

in Fig. 5, which is defined as: Speedup=
∣∣∣METrRCP−METother

METrRCP

∣∣∣, where METrRCP represents

the MET for rRCP and METother denotes MET for each of the other three algorithms
in comparison. We observe that rRCP achieves an average performance improvement
around 20%-80% in most of the cases and even more than 150% speedups in some
cases, which demonstrates the MET performance superiority of the rRCP algorithm.

To further investigate the robustness of these mapping algorithms, for each of 10
problem sizes chosen from the previous 20 cases, we randomly generate 20 problem in-
stances and run four mapping algorithms on them. We then calculate and plot the mean
value and standard deviation over 20 instances for each problem size in Table 3 and
Fig. 6. We observe that rRCP achieves the best MET performance in an expected sense
with the smallest standard deviation, which demonstrates the performance robustness
and optimization stability of rRCP in achieving MET in various workflows and com-
puter networks of disparate topologies and different scales.
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5.2 Experimental Results

We also conduct experiments on workflow deployment and WS-BPEL process execu-
tion in real networks. The experimental settings involve 10 Intel-based Windows ma-
chines labeled from 0 to 9, each of which runs ActiveBPEL, an open source WS-BPEL
engine [11]. The hardware and software configurations of each computer are provided
in Table 4. These computers are connected via a reliable and fast local-area network.

Table 4. Specifications of 10 computers used in
the experiments

No. CPU (GHz) RAM (GB) OS
0-5 2.5 x 2 1.99 Windows XP
6 1.8 x 2 0.99 Windows XP
7 2.8 1 Windows XP
8 2.8 1 Windows XP
9 2.8 1.5 Windows XP

We execute two groups of processes
in this experimental network environ-
ment: (i) The first group consists of
four example services defined in OA-
SIS WS-BPEL 2.0 Standard [19] with
slight modification, i.e. Shipping Ser-
vice, Ordering Service, Loan Approval
Service, and Auction Service. These
processes involve a relatively small
number of activities. (ii) The second
group consists of six typical WS-BPEL
processes, each of which falls in one of
these categories with unique characteristics: computation-intensive, service-invocation-
intensive, and the combination of them. For example, the Office Automation and Drain-
ing System processes, the Tool Integration and Travel Reserve, and the Online Book
Purchase and Train Tickets belong to the first, second and third category, respectively.

We deploy and execute the activities of each process to a computer according to
the mapping scheme computed by one of four mapping algorithms, and measure the
corresponding MET as shown in Table 5. We observe that rRCP algorithm outperforms
the other three algorithms in terms of real MET measurements, which is consistent
with the simulation results. Qualitatively similar results are obtained from larger-scale
processes in the second group. The experimental results based on these two groups
of processes illustrate the performance superiority of rRCP algorithm in real network
environments. Due to the limit on available physical resources, the problems of large
scales as in the simulations are not tested.

We also investigate the performance comparison between distributed BPEL pro-
cesses using the rRCP mapping scheme and traditional centralized execution (CntrExe)
processes. The MET measurements in real networks and their corresponding simula-
tion results are provided in Table 6. We observe that BPEL processes using the rRCP

Table 5. Experiment-based MET performance comparison of BPEL processes

Prb Problem Size MET (s)
Idx m, |Et |, n, |Ec| rRCP Greedy A∗ Streamline Naive Greedy
1 3, 2, 10, 98 70.03 70.03 83.52 70.03
2 5, 4, 10, 98 72.26 76.58 107.19 78.11
3 5, 5, 10, 98 105.76 113.16 134.52 113.14
4 14, 16, 10, 98 199.06 294.23 361.22 263.82
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Table 6. MET comparison between distributed BPEL processes and centralized execution using
both experiments and simulations

Prb Problem Size MET (s) using rRCP
Idx m, |Et |, n, |Ec| BPEL Process CntrExe Process BPEL Process

(experiments) (experiments) (simulations)
1 3, 2, 10, 98 70.03 106 31.95
2 5, 4, 10, 98 72.26 215 32.71
3 5, 5, 10, 98 105.76 292 71.41
4 14, 16, 10, 98 199.06 355 102.04

mapping scheme achieve 2-3 times MET performance improvements over centralized
execution processes. The real MET measurements are generally larger than the simula-
tion results since the latter does not consider network overheads, system dynamics, and
the CP is an approximation of MET.

6 Conclusion

We tackled the problem of mapping the workflow of a BPEL process to the computer
network to achieve MET and formulated it as a restricted workflow mapping optimiza-
tion problem. We constructed mathematical models for BPEL processes and computer
networks, and proposed rRCP algorithm with mapping restrictions of certain activities.
The performance superiority of the rRCP algorithm was justified by both extensive sim-
ulation and experimental results. The activities considered in this paper are only syn-
chronous and stateless Web services invocations. We will investigate the invocations
of asynchronous and stateful Web services for performance improvement, and more
sophisticated performance prediction models to characterize real-time computing node
behaviors for more accurate activity execution time estimation. It will be also of our in-
terest to deploy a large network testbed to test large problem sizes in real environments.
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