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Abstract. Streaming a live music concert over the Internet is a challeng-
ing task as it requires real-time, high-quality data delivery over a large
number of geographically distributed nodes. In this paper we propose
MusiCast, a real-time peer-to-peer multicast system for streaming midi
events and compressed audio data. We present a scalable and distributed
tree construction algorithm where nodes across the Internet self-organize
into a low-latency tree. Our system is built ontop of the pastry DHT
and takes advantage of the DHT’s properties to construct an end-to-
end low-latency dissemination tree using topology oriented information.
The benefit of our scheme is that it is completely decentralized, allowing
nodes to connect to each other using local information only, and achieves
good performance by considering latency information when constructing
the tree. Our experimental results illustrate the benefits of our approach.
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1 Introduction

In the past few years, peer-to-peer multicast services have received a growing
acceptance over traditional methods such as IP multicast that has been the de
facto mechanism for delivering data streams to a large number of participants.
Peer-to-peer systems offer a number of attractive characteristics including adap-
tivity, scalability and robustness, properties of increased importance with the
growing popularity of the Internet today and the increasing interest for online
multimedia content distribution.

However, multimedia streaming brings a number of challenges to the design
of peer-to-peer multicast systems: First, multimedia data streams are produced
in large volumes and high rates by a small set of sources to a large number of
receivers. For these applications, low-latency delivery of the streaming data is
of paramount importance. Second, such an application layer multicast system
consists of a number of nodes that are geographically distributed, thus, the
multicast system must consider not only the delay but also the topology of the
nodes and their geographic proximity. Third, computational and communication
resources are shared by multiple concurrent and competing streams; this poses
certain restrictions on the number of connections of the peers.
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A number of multicast streaming systems have been proposed in the literature.
Most systems have made significant contributions on load balance and content
distribution [BI56/9], while there are also a few examples [§] targeting latency
requirements and low cost tree construction. End-to-end latency and cost mea-
surements require relative topological approximations and frequently the com-
bination of different optimal structures (min cost, min path trees, meshes etc.).
There are also many challenges that need to be faced when dealing with delay
metrics such as peer churn, node failures and dynamically changing application
requirements.

In this paper we present MusiCast, a topologically-aware peer-to-peer mul-
ticast system. MusiCast builds upon the idea of making possible a live music
concert, consisting of nodes with different roles (i.e. musicians, spectator nodes)
to cooperate and transmit music over the Internet. The key challenge in the de-
sign of MusiCast is to construct a tree structure that distributes the load across
all participating nodes and achieves this in a decentralized and scalable manner.
We present a distributed tree construction algorithm where nodes organize into a
topologically-aware, low-latency overlay tree. MusiCast is built ontop of the Pas-
try DHT [15] taking advantage of its properties. The advantage of our scheme is
that it achieves high data delivery ratios and low end-to-end latencies. MusiCast
offers robustness to node failures and disconnections; thus, the failure of a node
does not affect the performance of the rest of the system. We have implemented
MusiCast on a local area testbed and evaluated its performance on various met-
rics including end-to-end delay, jitter and bandwidth used. Our experimental
results demonstrate the efficiency and performance of our approach.

The rest of the paper is organized as follows. Section 2 presents our system
model and overview of our approach. In section 3 we describe the system compo-
nents, the tree construction algorithm, the run-time operation of our algorithm
and our approach to failure recovery. In section 4 we describe our performance
evaluation. Section 5 presents related work and section 6 concludes the paper.

2 Problem Formulation

In this section we first present our system model and then we give an overview
of our approach.

2.1 Our System Model

The overall system consists of a set of overlay nodes N , divided into two dif-
ferent categories. Each node category represents a different layer of quality re-
quirements and constraints that need to be taken into account by the system.

— M C N: Musician nodes are the main data sources of the system and are
responsible for streaming midi or audio data. The number of musician nodes
is typically small (]| M| = [1,10]), following a typical music band size. The
main requirement of the M nodes is to maintain low playback latency to
synchronize among themselves in order to achieve continuous and smooth
delivery of the data streams.
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Table 1. Notations explanation

Notation Meaning
14 A set of all participating spectator nodes in the system
J A set of nodes currently joined in the multicast tree
K Candidate parents set, k; € K : k; € J and S(k;) >0
v; A nodev; €V
p(vs) The parent node of v; on the multicast tree
C(v;) The set of children of v; on the multicast tree
d(vi, vj) distance between nodes v; and v;
1(vy) Tree path distance v; from the tree root ¢
B Bandwidth required by stream
r(vs) outgoing bandwidth of v;
S(vi) The number of available slots in v;

— S C N: Spectator nodes receive, forward and playback data streams as they
are generated by the sources. The number of Spectator nodes can range from
a few hundred to a few thousand nodes. Spectators’ demands are the most
challenging ones due to the scale of the spectators’ subsystem. Their goals
include: low delay in tree construction, small latency, minimum jitter and
load balancing.

One of the Spectator nodes takes the role of the Coordinator ¢, which is
responsible for musicians’ synchronization, main sequence composition and
tree construction initialization control. The coordinator also serves as the
root of the multicast tree.

We assume that the overlay network of the spectators is represented as a graph
G = (V,E), where V is the set of all the spectator nodes, including the coordi-
nator and ' = VaV is the set of the edges between the nodes. The weight of
each edge < w;,u; > represents the distance d(u;,u;) between the two nodes.
We will assume here that d(u;,u;) denotes the actual unicast delay between u;
and u; as the distance metric but it could also be replaced by other metrics. We
assume that each node u; has a maximum number of connections, also reffered
to as slots of u;, S(u;). The maximum number of slots each node can handle
is r(;i), where r(u;) describes the maximum outgoing bandwidth of w; and B
specifies the bitrate of the overall streaming sequence. Every node should offer
at least one slot in order to join the system, so S(u;) > 0. In order to disseminate
a live data stream to all spectator nodes effectively, it is required to construct a
spanning tree on G in which: (a) the degree constraints are satisfied and (b) the
maximum end-to-end delay from the root to each node is minimized.

One important question is how to measure the distance between the nodes.
We use a distributed distance measurement scheme based on the binning scheme
proposed in [I]. The disadvantage of using other approaches where the distance
between each pair of nodes is obtained using active end-to-end measurements,
is that, the system would not be scalable due to the increased number of mea-
surements needed (O(n?)) and the lack of network bandwidth required for such
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consumable operations. We note, however, that this is an NP-hard problem,
however, our approach manages to calculate the distance between the nodes
efficiently, as we will explain later in the paper.

2.2 Approach Overview

Our approach is two-fold: (a) First, at an initialization phase, our goal is, given a
number of musician and spectator nodes, to construct a low-latency tree struc-
ture that offers small latency and a good load balance while respecting the
network constraints at the nodes. The advantage of our approach compared to
past techniques such as the ones proposed in Bullet, MeshTree and Coolstream-
ing [2I3I8], is that they often start by building random trees and then using
an increasing amount of messages in a greedy order, aim to transform it into
a low-delay tree. (b) Second, at the run-time phase, we employ optimization
techniques in order to reduce the average delay to respond to dynamic changes
to peer churn and resource availability. This will enable us to reduce unwanted
jitter caused by joining or departing nodes that can affect the playback quality
throughout the entire tree.

3 System Overview

In this section we discuss the operation of our system. MusiCast consists of
musician and spectator nodes. We first describe the operation of the musician and
spectator subsystems. Then we discuss our distributed distance measurement
scheme and how topological awareness is accomplished using content stored at
the peers, followed by the discription of the tree construction algorithm used,
our run-time optimizations and how we deal with failures. The architecture of
our system is illustrated in Figure 1.
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Fig. 1. Architecture of our System
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3.1 The Musicians Subsystem

Each musician is responsible for streaming on a specific midi or audio chan-
nel while reproducing the sequences received from other musicians in real time.
There are strict latency constraints that need to be taken into account. Event
messages generated by each musician need to get to all other musicians (and
to the coordinator) as soon as possible, without any extra delays, in order to
achieve a responsive and effective playback. That is why we chose to establish a
broadcasting scheme between them using the many-to-many unicast technique.
Our goal is to keep low latencies, as large latencies could cause confusion to
musicians, thus lowering the quality of their performance. Also, the number of
musicians is ordinarily small and so as the bit rate of compressed audio and
midi packets, so this technique is suitable for this specific setting. All midi pack-
ets received on each musician are instantly directed for playback without further
buffering while compressed audio packets are buffered to the lowest degree. Con-
trol messages and basic synchronization between musicians are handled by the
coordinator node. By synchronization we mean the maintenance of a global accu-
rate timing, rate and channel distribution between them. The coordinator gives
to each musician its global timing offset at startup with the use of the NTPv4
protocol which is shown to achieve an accuracy of 1-2ms in a LAN infrastructure
or 8-10ms in a WAN. It is also the coordinator which instructs the musicians
about the exact global time each one will start streaming on its specifically given
channel. Each sequence stream from the musicians is also forwarded to the co-
ordinator node which synthesizes the main sequence by aggregating all packets
on top of the NTP timing protocol. This main sequence is being disseminated
to the spectators’ multicast tree from there.

3.2 The Spectators Subsystem

The spectators’ subsystem consists of the spectator nodes and the coordinator
which serves as the main source. Our goal is to organize the spectator nodes
into a low latency multicast tree and achieve minimum overhead for control and
optimizations.

The initial tree structure is an important decision, because despite optimiza-
tions, a reliable system is ought to guarantee high quality services from the point
it begins operating. Many popular recent end-to-end multicast systems such
as Bullet and MeshTree often start by creating a random structure [2BI6ITT].
Random tree structures offer some benefits such as resilience and costless ini-
tialization, though this could result in unbalanced situations with high average
latency and jitter. Another disadvantage concerning these techniques is the over
increasing overhead caused during runtime due to required optimizations which
can affect playback quality greatly. A low cost initial tree on the other hand
could guarantee a low average jitter while getting transformed easier into a
more balanced one by following simple transformations as we will explain later.

Next, we will introduce some good attributes a dissemination tree is reasonable
to have for high quality streaming. During a top down distributed construction of
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Fig. 2. Example: Operation of our System

the multicast tree there is a set of nodes J , J C V, that have already joined the
overlay tree. When a node finds an available parent and establishes a connection
it is considered as joined. Due to variable bandwidth availability, as it has been
already mentioned in section 2.2, each node wu; is capable of supporting a certain
fixed number of children (or outgoing connections) S(u;), known as slots. That
signifies that there’s only a set of candidate parents K at any time, specified as
tree members having free slots.

Definition 1. Candidate parents K, K C J,u; € K iff u; € J and S(u;) > 0.

Figure 2 shows an example with four nodes A, B,C and D for which the edges
between them illustrate their distance (unicast latency in our example). Nodes
A, B and C have already joined the multicast tree, so the set of joined nodes
is J = {A,B,C}. Assume that their slots availability is as follows: S(A) =
0,5(B) =1, and S(C) = 2. That denotes that if D considers joining the tree, it
has to take into account only the set of candidate parents K = {B,C} once A
does not have any available slots left. Nodes B and C are children of A in the
multicast tree and this set is defined as C'(A) = {B, C'}. Also the parent of a node
u; is defined as p(u;), so p(B) = p(C') = A. The problem here is which candidate
D should choose as a parent. If D choose B as a parent then d(D, B) = 3 and
(D) =9, where I(u;) is the tree path distance of a node w;. Alternatively, by
joining C, d(D,C) = 5 and (D) = 6, so the choice that should be made here
is non-trivial. Although both per-hop and end-to-end latency attributes can be
considered for high quality streaming, we chose to use the per-hop distance as
priority constraint. In the example that means that p(D) should connect to B
despite high end-to-end latency. Formally, the parent of each node following that
pattern should be found using the following min-cost rule:

Definition 2. p(u;) = u; iff d(ui, u;) == min{d(u;, uy)},Vur € K.

A tree constructed following the min-cost join metric defined above is essential
for a starting point on multicast streaming and offers the minimum possible per-
hop latency which is important to maintain low jitter levels at startup. However,
this is not sufficient for scalability and overall quality. Another key metric that
should be taken into account is the average end-to-end latency from the root ¢

to each tree node, defined as Z‘Zli(‘)l ll(\ﬁ\)’ It is quite simple to transform a min
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cost tree into a low latency one by applying the following rule to each node until
it gets to the highest possible level in the tree:

Definition 3. if p(u;) == u; and d(u;, p(u;)) < d(u;,p(u;))
then p(u;) — p(u;) and p(u;) — w;, Yu; € J where S(u;) >0

A node occasionally checks whether it is closer to its grandparent than its parent
and if so it can be swapped with its parent. This is needed because of high
churn: in a dynamic environment a peer can connect and disconnect from the
tree at random times and without a priori notification. This can leave the tree
unbalanced. Each node having that property moves closer to the root and after
a period of convergence the resulting tree has nodes relatively close to the root
occupying the top levels of the tree while nodes further from the root occupying
the bottom levels. That is an effective way for minimizing the average end-
to-end delay. In the previous example, D should swap with its parent B once
d(A, D) < d(B, D) resulting in d(A,D) = (D) = 3 and a decreased average
latency of 3. In our system, the low cost tree is being created during a pilot
initialization phase, in which topology information is being collected and then
the optimization process takes place at run-time.

3.3 Accomplishing Topology Awareness

One important challenge in our setting is whether it is possible to gather topo-
logical information in a manner that is both practical and scalable and if so,
how could this information be effectively incorporated into the design of dis-
tributed systems such as overlay networks and content distribution systems. An
effective solution was proposed in [I] called binning scheme, in which technique
nearby nodes cluster themselves into groups, called ’bins’, such that nodes that
fall within a given bin are relatively close to one another in terms of network
latency.

The binning scheme is fully distributed and it requires only a set of k well-
known machines 1,12, ..,l; to be set as landmarks in a specific ordering. The
technique works as follows: a node measures its distance, i.e. round-trip time, to
this set of well known landmarks and independently falls into a particular bin
based on these measurements. This is performed by all the nodes in the network.
We chose to use this technique because it offers great advantages: (a) it is sim-
ple and cost-effective, there are only O(nk) operations required, where k is the
number of landmarks and n the number of all nodes, instead of O(n?) and (b)
it requires very little support from the infrastructure. The only infrastructure
required is a small number (depending on the overlay size, usually 4-6 suffice)
of relatively stable landmark machines which they only need to echo 'ping’ mes-
sages. These landmarks could in fact be unsuspecting participants in the binning
scheme. Landmarks do not actively initiate measurements nor gather or dissemi-
nate measurement information. Another advantage of the binning scheme is that
it is scalable because nodes independently discover their bins without commu-
nicating or coordinating with other application nodes. Finally, this technique is
robust to the failure of one or more landmark nodes as described in section 3.7.
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In our approach we have extended the binning scheme as follows: The bin
a node v; belongs to is represented as a vector of values in specific ordering
< q1, 92,93, qs >,where g; is a certain level of latency between landmark [; and v;.
Levels of latency are usually between 3 to 5 and are computed by the landmarks
based on ping measurements gathered at the system’s initialization period, set in
a way to dissociate nodes most effectively. We have modified the original binning
scheme by setting the order of the participant landmarks due to their distance
from the tree root and having as first landmark the actual root of the tree.
The distance metric we used to approximate the distance d(B;, B;) between two
different bins, B; and Bj, is the following:

k
d(Bi, Bj) =Y _[IBi — Ball * (k — 1 +1)] (1)
=0

For example the distance between the bins B1 = {2,2,1,0} and B2 = {1,2,2,2}
is (44 0+ 2+ 2) = 8 based on the metric mentioned above. As the distance
metric dictates, landmarks that are closer to the root are more important than
landmarks further from it so along with relative distance, a bin also reflects the
actual distance from the tree root in relation to other bins.

3.4 Content Management

Topological information in our system is stored on specific responsible nodes.
There are two types of topological information. First we have the bin data which
specifies close nodes in the overlay due to the unicast latency proximity metric.
Second, we have the zone oriented content. A zone is one extra layer of topology
measure which is derived directly from the bins. Each zone contains all bins
starting with this zone which is simply the first value of a bin vector (always
referring to the system’s root). For example zone '0’ contains all bins starting
with ’0’ (eg < 0,2,2,3,2 >, <0,1,2,0,3 >). By using zones, we can reduce the
amount and size of topology oriented messages by requesting bins on a specific
zone to apply operations and not involving the remaining bins in the system.
We can also guarantee some scalability during tree construction by starting the
top-down building algorithm from member nodes of bins belonging to zone 0
and then continuing to the next zones.

We have built our system on top of the Pastry DHT [15]. The Pastry DHT
is mainly used for storing the content management information. The advantage
of Pastry is that the content storage is well-balanced across the system, and
retrievals of it can be achieved only with a small amount of messages. Responsible
content nodes, maintain certain states of the bins and zones and update them
based on any changes that occur in the tree. Bin data state for example specifies
whether all bin members have joined the tree. When all nodes on a bin have
joined the multicast tree this is reflected at the zone state too so that everyone
knows whether all zone bins have joined the tree when asking for zone specific
information. When a content state changes, the responsible node for the specific
content (having the numerically closest ID hash number to the content’s hash
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Algorithm 1. Tree Construction Join Algorithm()

1: SLOTS <= node.availableSlots;
2: currentZone <= node.zone;

3: if (SLOTS > 0) then

4:  obtain bin information;

5:  if (unjoined node on same bin > 0) then
6 add unjoined nodes in C(node)
7. endif
8:  while (SLOTS > 0)AND(currentZone < M AX zone) do
9: // there are still slots available
10: bins|] < zone[currentZone + +].bins;
11: sort(bins]]); //due to the distance from current node’s bin
12: for all (bins in bins[]) do
13: add the closest not joined node in C(node)
14: if (SLOTS == 0) then
15: return;
16: end if
17: end for
18:  end while
19: end if
20: return;

number), is being notified to update its content. Content can also be replicated
to multiple responsible nodes thus making the system more robust during node
failures. Information retrieval is pretty straightforward, by using the lookup(ID)
function on the DHT to get the information needed by having only a given ID.
Note that all DHT operations in Pastry require O(logn) messages.

3.5 Initial Tree Construction

During the initialization phase all musician nodes join the overlay apart from the
spectator nodes, the binning information is being computed and then stored into
the DHT and the low cost tree is formed for the streaming process to begin. At
first, the coordinator and then the musicians join the system and a phase begins
in which the number of spectators join the system and compute their distances to
binning landmarks which have been predefined by the root. The first landmark
is always the root and the next landmarks are usually occupied by the musicians
considering their stability in addition to more, possibly random landmarks, all
ordered due to their distance to the root. After enough latency measurements
have been made on all landmarks, the bin levels are computed on each landmark
and broadcasted to the whole system using Scribe [5], an event-based notification
system built on top of Pastry. The latency range of each level is chosen based
on the variance, the mean latency value and the number of latency levels(in
our experiments we used 4 zones). For example, using four zones, latencies are
normalized and dissociated into ranges by the z values of the latency distribu-
tion measured z; = (1 + i * o) as such < [0, 2-1), [2—1, 20), [20, 21), [#1, +00) >
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thus granting the maximum separability possible with the use of bins. When
all bins are computed and content updates finish this phase is over and the ini-
tial tree construction phase begins. The initial tree construction is initiated by
the coordinator root which runs first the initial low-cost tree building algorithm
(Algorithm-1). The resulted tree is also end-to-end-latency aware due to zone
priorities used in the join process.

The algorithm works as follows: when a parent finds an appropriate node to
attach to its children, the new child starts the same process and searches for
appropriate children. It begins by getting its own bin’s content information and
then checking whether there are any unregistered nodes and if so, it asks them
to become its children. If there are more slots available it continues the search
for child nodes by asking the DHT for its own zone information. If there are bins
containing unregistered nodes it asks those nodes to become its children in a
specific order, relevant to the distance to those bins. If the zone does not contain
any bins with unregistered nodes it asks the DHT for the next zone information
and the algorithm continues until there are no available slots at this node or
when all nodes have been registered during the initialization phase. Note that
after all nodes in the overlay have joined the multicast tree, the coordinator
orders the musicians to start streaming their sequences on a specific global time
point and the stream is then being disseminated in the multicast tree, setting
the outset of the run-time phase.

We will demonstrate the usage of Algorithm-1 by giving an example. In
figure 3(a) we visualize a part of the multicast tree during the initialization
phase (top down initial construction). Nodes A and B have already joined the
tree while C, D and E wait to get placed on appropriate positions. Next to each
node we've attached the actual bin ID for its corresponding bin. In (a) node
B searches for one more node to add to its children by following Algorithm-1.
Unregistered nodes (C, D, E) have been grouped by their zone below the graph.
Node B first asks for zone 2 information once it belongs to zone 2 (and there are
no unregistered nodes in its own bin) and gets only the bin < 2122 > in which
contains the node C. Then, B asks C to join the tree as one of its children and
stops there because it has no slots available. Node C now (figure 3 (b)) finds no
unregistered nodes in its own bin and also gets informed that zone 2 bin nodes
have all been registered. At that point node C can take the zone 3 list of unreg-
istered bins, which are < 3101 > and < 3231 > which contain nodes D and FE
respectively. Distances due to the relative bin metric proposed in section 3.3 of
this paper, are d(< 2122 >, < 3101 >) =9 and d(< 2122 >,< 3231 >) = 10s0 C
first adds node D to its children. Assuming that C' maintains one more available
slots, it adds node E too as its second child and stops there (figure 3(c)).

3.6 Run-Time Optimizations

After the initial phase, during run-time, the tree is being transformed into a more
balanced one with the use of tree transformations. We followed the optimization
rule (3) stated in section 3.2 (Definition 3). Occasionally each registered node
in the multicast tree (or a newly joined node) checks whether it is closer to its
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Fig. 3. Examples of the initialization and optimization phases

grandparent than its parent is, due to the relative distance. If that is true and
the node has at least one available slot, its parent becomes its child and it takes
the place of its parent in the tree by setting its grandparent as its parent. Then,
it checks again for a new swapping with its new parent. By following this rule,
nodes that are closer to the root tend to ascent the tree and thus granting a low
average end-to-end latency for the system.

In our previous example (figure 3 (c)), node D checks whether it is closer to
B than C is, by calculating the relative distances d(D,B)=d(< 3101 >,< 2101
>)=4 and d(C,B) = d(< 2122 >,< 2101 >)=5. It is obvious that it can be
swapped with its parent (assuming that C maintains an additional free slot)
and so its new parent now is B (figure 4 (d)). However, d(D,A) = 13 while
d(B,A) =9 so D cannot proceed on further optimizations for the time being.

3.7 Failure Recovery

There is a number of possible failures that can happen during the system’s
operation: (a) spectator node failures, (b) failure of a landmark node, and (c)
failure of musician nodes. The easiest to deal with is spectator failures. If a
spectator leaves the system without warning, its child in the multicast tree will
diagnose its parent’s loss and will instantly ask it’s grandparent to add it to
its children. If that cannot happen the child asks the next closest node from
the same bin to add it until it finds an available parent. The second type of
failure which is more serious, is the failure of a landmark node. In this case,
considering that only a small number of landmark nodes can concurrently fail,
the best solution is for each node to drop the landmark identifier from its bin
vector and new responsible landmark nodes need to be found by Pastry. This
will require only O(logn) extra messages for each bin to find the new responsible
node via Pastry. Finally, the failure of a musician node could result in the loss
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of one channel but not the failure of the whole system. Even if the root failed,
the closest spectator or musician could be instantly act as the new tree root by
broadcasting a control message of its address to the entire overlay indentifying
itself as the new root.

4 Performance Evaluation

We have performed a series of experiments to evaluate the efficiency and per-
formance of our system, using up to 100 peers deployed in a network of 20 local
x86 machines consisted of a 3.0GHz single core CPU and 1024MB RAM which
were connected via 100Mbps Fast Ethernet.

Three of the nodes acted as musicians of the system (sources) and the coor-
dinator which was running at a well known address acted as a bootstrap for the
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Pastry DHT. As a typical streaming content we chose a combination of midi
sequences among a 64kbps audio sequence, taken from typical big band tracks.
We tried to select music having occasional variations in rate in order to observe
our system’s response in rapid rate peaks. For delay oriented measurements, we
have managed to achieve microsecond accuracy to comply with the LAN’s typi-
cal latency scale having a 8-10 microseconds possible amount of error. Also, all
sequences where streamed via UDP for the minimum possible delay.

To evaluate the performance of our system, we have compared it with a
centralized version of it. This centralized version uses the same algorithm
(Algorithm-1) introduced for top-down tree construction during the initializa-
tion phase, with the difference that a central process manages the whole tree
construction and orders all nodes based on their distance from the root before
connecting each of them to the appropriate low cost parent. That results in a
more balanced low cost tree which maintains a low end-to-end latency and better
load balance from startup. After the initialization phase, during run-time, the
centralized system continues to operate normally as in the distributed scheme.
We have also evaluated our system in comparison with an implementation of
Scribe, which is another popular multicast system on top of Pastry [5]. Scribe
creates a multicast tree at runtime by using reverse routing paths to a specific
node (known as rendezvous point or group creator). In this implementation the
coordinator is the actual scribe multicast group’s creator and we’ve also included
an extra check during initialization of each node on bandwidth availability as
follows: when a Scribe node tries to establish a route to the multicast tree root,
it checks whether the next hop (parent) following this route has available slots, if
not it rejoins the DHT using a different random node ID, thus connecting to the
group from a possibly different location. This process continues until the node
finds a parent with available slots.

In the first set of experiments we measured the average jitter experienced by
the Spectator nodes. The average jitter level among the spectators is an im-
portant consideration because it affects playback quality directly, especially if
it outruns a predicted buffering delay. Figure 4 shows the average latency of
the Spectator nodes. During our experiments we noticed slight increases in jit-
ter levels (typically 0-4 milliseconds in a LAN) on specific parts of a music act.
These jitter peaks can be noticed in Figure 4 among the distributed and the
centralized version of MusiCast. Even though the peaks are unnoticeable due
to their microsecond level in a WAN infrastructure, jitter could cause increased
variations in length resulting to decreased playback quality. There are two types
of jitter peaks that can be noticed in Figure 4 in both versions: (a) some casual
small peaks that appear every 65 seconds, starting from second 48 and (b) a
larger peak at second 200 having increased spanning. Small casual peeks ap-
pear due to increased bit rate at specific parts of a music act and that explains
their repetitive nature. The bigger peak on the other hand is caused by the in-
creased amount of tree operations during the optimization period. It is clear that
the centralized scheme has lower average jitter before the optimizations occur
and the same jitter levels after them. That implies that low end-to-end latency
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decreases the average jitter of the system and that is reasonable concerning
shorter paths to the root and possibly fewer connections.

Our system’s low latency performance can be seen in Figure 5. The latency is
shown as a function of the overlay size in comparison with the one of the special
version of Scribe described above. Our algorithm achieves 27% improvement
on the average end-to-end latency while showing similarly low increase rate to
Scribe. Per-hop latency is also lower in our system due to the initial tree values
that have been maintained.

Another metric that needs to be considered in every multicast system is the
overall offered and consumed bandwidth. There must always be enough remain-
ing bandwidth for new nodes to join the system at any time. In Figure 6 it is
clear that the available bandwidth is over-increasing during the joining of new
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nodes. The available bandwidth cannot reach zero because once we've set the
lower limit of one slot to each node, the actual increase of the offered bandwidth
can be at least equal to the one of the consumed bandwidth. Also, the joining
process is flexible enough, allowing a new node to join the closest available neigh-
bor easily without imposing it like scribe does when sticking only to a specific
route ordered by Pastry.

System’s convergence during optimizations lasted for about 35 seconds on the
distributed version and 25 seconds on the centralized scheme because the tree
was already balanced in some degree. In Figure 7 the average end-to-end latency
decrease is visualized during the optimization period. Both schemes seem to
converge nearly on the same optimal average end to end latency level. We can
conclude here that at first the centralized scheme is having a better structure,
though after the optimization period the distributed scheme managed to achieve
the same streaming quality level with the centralized one.

We have finally tested our system’s recovery performance during different
failure rates. Latency measurements took place throughout the system from the
moment a number of randomly selected spectators had failed. During this period
the recovery procedure took place which was described briefly in section 3.7 .
As the figure shows, the system managed to achieve a complete recovery when
10% of the spectators had failed, in about 13 seconds. However, recovery was
a more difficult task when 25% of the spectators left the system including one
landmark. As shown in figure 8, in this case, the system managed to converge on
a little higher point of average latency after 15 seconds and that’s because the
binning scheme was a little less accurate than before, having one less landmark
in each bin. In special cases when more landmarks could fail, new landmarks
need to be chosen again resulting in a small period of reconstruction ending in
a complete recovery of the system, otherwise, continuing with the reduced bins
is preferable and cost effective.
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5 Related Work

Several recent projects make use of application-level multicast and overlays to
achieve media streaming [2BIERGITTIT2]. Some of them such as Scribe,
ChunkySpread and SplitStream have adopted tree or multi-tree structures achiev-
ing low overhead solutions although they have failed on maintaining low end-to-
end latency or link stress and effective failure recovery [BI6l9]. Bullet, MeshTree,
mTreeBone and Coolstreaming offer a different approach by including an initial-
ization using a random structure followed by a series of optimizations during run-
time. These solutions have many benefits when streaming encoded pre-buffered
content or other content not sensible by high jitter. They also offer resilience and
simplicity during initialization. However these techniques are not suitable for
streaming content sensible by jitter such as midi events and that’s due to their: a)
initial high delay structure and b) the increased overhead caused during runtime
to achieve all the required optimizations.

Mesh structures are more preferable to trees in projects such as Bullet and
CoolStreaming and that’s because meshes offer more robustness and ease of lo-
cating and maintaining low latency links between peers while achieving a good
load balance [2I3IT2]. However, meshes can potentially incur high network or
CPU overheads due to the demand of extra amount of control messages for
mesh maintenance. In our system meshes were not suitable because control mes-
sages could make an impact to jitter values and as a result the playback of midi
messages could be affected. There is also a hybrid approach, combining tree
and mesh structures such as the one on MeshTree and mTreebone where trees
and meshes’ favorable properties have been merged achieving an impressive re-
sult [RIT1]. Hybrid solutions are essential for high-volume, bandwidth-demanding
data streaming yet are not preferable for medium-volume data such as midi
events or compressed live audio types on which the extra overhead caused by
the meshes’ control messages used could even outmatch the actual data size and
cause undesirable jitter.

Finally none of the systems mentioned has achieved topology awareness in
the degree our system did. We have managed to replace any actual delay com-
putation between overlay nodes, with the distance metric of the binning scheme
[1] while achieving the minimum possible overhead to establish such an accurate
delay evaluation scheme without even measuring corresponding delays by taking
advantage of the content storing properties of a DHT such as Pastry.

6 Conclusions

In this paper we have presented the design principles and mechanism behind Mu-
siCast, a peer-to-peer multicast system specifically oriented to low and medium
size content streaming, such as midi events and compressed audio. Our sys-
tem manages to synchronize musician nodes that produce midi events or audio
streams and the overall stream is then being passed to a large number of con-
nected spectators in a highly scalable way by building a topology awareness
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scheme on top of the Pastry DHT, while keeping low latency and low average
jitter levels. Our results extracted from various local experiments certify the ef-
fectiveness of our approach in dealing with diverse latencies and node capacities.
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