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Abstract. Pervasive computing applications envision sensor rich com-
puting and networking environments that can capture various types of
contexts of inhabitants of the environment, such as their locations, activ-
ities, vital signs, and environmental measures. Such context information
is useful in a variety of applications, for example to manage health infor-
mation to promote independent living in “aging-in-place” scenarios. In
reality, both sensed and interpreted contexts are often ambiguous, lead-
ing to potentially dangerous decisions if not properly handled. Thus, a
significant challenge facing the development of realistic and deployable
context-aware services for pervasive computing applications is the abil-
ity to deal with these ambiguous contexts. In this paper, we propose
a resource optimized quality assured context mediation framework for
resource constrained sensor networks based on efficient context-aware
data fusion and information theoretic sensor parameter selection for op-
timal state estimation. The proposed framework provides a systematic
approach based on dynamic Bayesian networks to derive context frag-
ments and deal with context ambiguity or error in a probabilistic manner.
Experimental results using SunSPOT sensors demonstrate the promise
of this approach.

Keywords: Context-awareness, Ambiguous contexts, Bayesian
networks, Multi sensor fusion, Information theory, SunSPOT.

1 Introduction

Recent research in smart environments offers promising solutions to the increas-
ing needs of pervasive computing applications; our work has demonstrated the
use of such environments to support the elderly in home based healthcare appli-
cations [21]. Essential to such applications is human-centric computing and com-
munication, where computers and devices adapt to users’ needs and preferences.

We focus on the computational aspect of user-centric data to provide context-
aware services; we demonstrate this through an application for intelligent inde-
pendent living. Given the expected availability of multiple sensors of different
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types, we view context determination as an estimation problem over multiple
sensor data streams. Though sensing is becoming increasingly cost-effective and
ubiquitous, the interpretation of sensed data as context is still imperfect and am-
biguous. Therefore, a critical challenge facing the development of realistic and
deployable context-aware services is the ability to handle ambiguous contexts.
The conversion of raw data into high-level context information requires pro-
cessing data collected from heterogeneous distributed sensors through filtering,
transformation, and even aggregation, with a goal to minimize the ambiguity of
the derived contexts. This context processing could involve simple filtering based
on a value match, or sophisticated data correlation, data fusion or information
theoretic reasoning techniques. Only with reasonably accurate context(s), can
applications be confident to make high quality adaptive decisions. Contexts may
also include various aspects of relevant information; they may be instantaneous
or durative, ambiguous or unambiguous. Thus, the mapping from sensory out-
put to the context information is non-trivial. We believe context-aware mediation
plays a critical role in improving the accuracy of the derived contexts by reduc-
ing their ambiguity, although the exact fusion or reasoning technique to use is
application and domain specific.

1.1 Related Work

Pervasive computing applications such as the Aware Home [18], Intelligent
Room [5] and House n [13] do not provide explicit reusable support for users
to manage uncertainty in the sensed data and its interpretation, and thereby
assume that sensed contexts are unambiguous. Toolkits enable the integration
of context into applications [8], however, they do not provide mechanisms for
sensor fusion or reasoning about contexts’ ambiguity. Although other work has
proposed mechanisms for reasoning about contexts [25], it does not provide well
defined context-aware data fusion models nor address the challenges associated
with context ambiguity. Distributed mediation of ambiguous contexts in aware
environments [7] has, however, been used to allow the user to correct ambiguity
in the sensed input.

Middleware has also effectively supported context-aware applications in the
presence of resource constraints (e.g., sensor networks), considering requirements
for sensory data or information fusion [1]. DFuse [15] facilitates dynamic trans-
fer of application level information into the network to save power by dynam-
ically determining the cost of using the network. In adaptive middleware for
context-aware applications in smart homes [11], the application’s quality of con-
text (QoC) requirements are matched with the QoC attributes of the sensors
through a utility function. Similarly, in MiLAN [10], applications’ quality of
service (QoS) requirements are matched with the QoS provided by the sensor
network. However, the QoS requirements of the applications and available from
the sensors are assumed to be predetermined and known in advance. In per-
vasive computing environments, the nature (number, types and cost of usage,
and benefits) of such sensors available to the applications usually vary, and it
is impractical to include a priori knowledge about them. Entropy-based sensor
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selection heuristic algorithms [9,16,26] take an information theoretic approach,
where the belief state of a tracked object’s location is gradually improved by
repeatedly selecting the most informative unused sensor until the required accu-
racy level of the target state is achieved. The selection of the right sensor with the
right information at the right moment was originally introduced in [24], while the
structure of an optimal sensor configuration constrained by the wireless chan-
nel capacity was investigated in [2]. By eliminating the simplifying assumption
that all contexts are certain, we design a context-aware data fusion algorithm
to mediate ambiguous context using dynamic Bayesian networks. An approach
to intelligent sensor management that provides optimal sensor parameter selec-
tion in terms of reduction in ambiguity in the state estimation process has not
been considered before. We propose a quality of context function to satisfy the
application quality requirements and take an information theoretic approach to
decide an optimal sensor configuration.

1.2 Our Contributions

Our approach fuses data from disparate sensors, represents abstract context
state, and reasons efficiently about this state, to support context-aware services
that handle ambiguity. Our goal is to build a framework that resolves informa-
tion redundancy and also ensures the conformance to the application’s quality
of context (QoC) bound based on an optimal sensor configuration. We state an
optimization problem using a generic QoC function to determine the optimal
tolerance range of the sensors that satisfy the specified quality of context at
a minimum communication cost. Then we propose a Dynamic Bayesian Net-
works (DBNs) [14] based model that uses the sensed data to interpret context
state through fusion and an information theoretic reasoning technique to select
the optimal sensor data values to minimize ambiguity. We build a system using
various SunSPOT sensors for sensing and mediating user context state. Exper-
iments demonstrate that the proposed framework is capable of determining the
user context state and reducing the sensing overhead while ensuring acceptable
context accuracy.

This paper is organized as follows. Section 2 describes the basic concepts of our
context model and the quality of context (QoC) optimization problem. Section 3
describes the context-aware data fusion model based on DBNs for resolving
ambiguity. In Section 4 we study the structure of an optimal sensor configuration
to minimize the state estimation error from an information theoretic point of
view. We evaluate our approach in Section 5, and Section 6 concludes.

2 Context Model

Context-aware data fusion in the face of ambiguities is challenging because the
data in sensor networks is inherently uncertain. We make use of a space-based
context model [19] and extend it with quality of context (QoC) attributes. This
model captures the underlying description of context related knowledge such as
context attribute (ai), context state (Si) and situation space (Ri), and attempts
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to incorporate various intuitions that should impact context inference to pro-
duce better fusion results as shown in Fig. 1. For specific definitions of these
parameters see [22].

2.1 Quality of Context Model

Despite recent developments in sensing and network technology, continuous mon-
itoring of context is still challenging due to resource constraints. Consequently,
the amount of information transmitted to a fusion mediator should be minimized
to prolong network lifetime. The idea of exploiting temporal correlation across
successive samples of individual sensors to reduce communication overhead is
addressed in [4]. The focus there was on meeting the quality requirements for a
particular class of aggregation queries, whereas we focus on arbitrary relation-
ships between a context state and the underlying sensor data. Thus we define
Quality of Context (QoC) [12] as a metric for minimizing resource usage. We
assume that the application processes an aggregation query with its QoC spec-
ified by a precision range Q, which implies that the aggregate value computed
at the mediator at any instant should be accurate within ±Q.

We aim to evaluate the update cost of a sensory action A for a given task
while ensuring the conformance to the application’s QoC bound. Let us denote
the update cost (in terms of communication overhead) as Uj

i if indeed sensor Bi

has to report its sample value at time j. Then, we aim to minimize
∑

i∈Bm
Ui(qi),

where Ui denotes the expected average update cost and explicitly indicates its
dependence on the specified precision interval qi (tolerance range). Intuitively,
Ui is inversely proportional to qi, since the value of the reporting cost increases
as the interval shrinks. This update cost also depends on the hop count hi,
the length of the uplink path from sensor Bi to the mediator. Accordingly,
minimizing the update cost can be rewritten as: minimize

∑
i∈Bm

Ui(qi, hi). If the
underlying data samples evolve as a random-walk model [12], we have Ui ∝ hi

(q2
i )

resulting in the following optimization function: minimize
∑

i∈Bm

hi

(q2
i )

.
To define the QoC function, we consider three parameters associated with the

context attribute: q (the accuracy range of sensor data), Q (the accuracy range of
the derived context attribute) and ℘ (the fidelity of the context attribute being
derived). Thus, the QoC function is ℘ = f1(q1, Q) for sensor B1. In other words,
given tolerances on q1 and Q, we can say how often (in an ergodic sense), the
fused context attribute estimation will lie within ±Q. Similarly, when we consider
two sensors B1 and B2 jointly, the QoC function should be ℘ = f12(q1, q2, Q).
In this way, for m sensors, there are 2m − 1 (all possible combinations except
no sensors) functions f(.), indicating the relationship between context attribute,
context fidelity, and precision range. Given these continuous functions, the ap-
plication now says that it needs a precision bound (on the context attribute) of
Q́ with a fidelity of at least ℘́. Then, the problem is:

Problem 1. Find the combination of q1, q2, ..., qm that satisfies
f1,...,m(q1, q2, . . . qm, Q́) ≥ ℘́, and yet minimizes

∑
i∈Bm

hi/(qi)2.
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The problem of optimally computing the qi values can be represented by the
Lagrangian:

minimize
n∑

i=1

hi

q2
i

+ λ ×
[
f1,...,m(q1, q2, . . . qm, Q́) − ℘́

]
. (1)

Finding an exact solution to Eqn 1 for any arbitrary f(.) is an NP-complete prob-
lem [3], though there are certain forms of f(.) that prove to be more tractable.
An attractive case occurs when the ith sensor’s individual QoC function has the

form fS(i) = νi ∗ exp− q2
i

ηi , where ηi and νi are sensitivity constants for sensor si.
A larger value of ηi indicates a lower contribution from sensor si to the infer-
ence of context state S. Moreover, for a selection of m sensors, the resulting f(.)
function has the form:

fS(m) = 1 −
∏

i∈m

(1 − fS(i)) (2)

We solve this by taking the Lagrangian optimization, i.e, we solve for

minimize
∑

i∈m

hi

q2
i

+ λ

[

1 −
∏

i∈m

[1 − (νi ∗ exp− q2
i

ηi )] − ℘́

]

. (3)

and prove the following Lemma.

Lemma 1. The combination of q1, q2, ..., qm that satisfies the QoC function
f1,...,m(q1, q2, . . . qm, Q́) ≥ ℘́ and minimizes the objective function is

h1 ∗ η1 ∗ (1 − ν1 ∗ exp(− q2
1

η1
))

q4
1 ∗ ν1 ∗ exp(−q2

1
η1

)
= . . . =

hm ∗ ηm ∗ (1 − νm ∗ exp(− q2
m

ηm
))

q4
m ∗ νm ∗ exp(−q2

m

ηm
)

Proof. The above expression follows immediately by taking partial derivatives
of the Lagrangian in Eqn 3 and setting them to 0 as shown below. In our case:

minimize
∑

i∈Bm

hi

q2
i

subject to:1 −
∏

i∈Bm

[1 − νi ∗ exp− q2
i

ηi ] ≥ ℘́ (4)

Taking log we can rearrange the constraint of Eqn 4,

log(1 − ℘́) ≥
∑

i∈Bm

log(1 − νi ∗ exp− q2
i

ηi ) (5)

Considering this, we form the Lagrangian constraint,

minimize
∑

i∈Bm

hi

q2
i

+ λ

[

log(1 − ℘́) −
∑

i∈Bm

log(1 − νi ∗ exp− q2
i

ηi )

]

(6)
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Taking the partial derivative of the Eqn 6 with respect to qi and equating it to
0, we find

λ =
hi ∗ ηi ∗ (1 − νi ∗ exp(− q2

i

ηi
))

q4
i ∗ νi ∗ exp(−q2

i

ηi
)

(7)

which proves the optimal choices of qi from Lemma 1.

This optimization problem helps us to choose the values of q1, q2, . . . , qm for a
given set of sensors m, that minimizes the total cost while ensuring the required
accuracy.

3 Context-Aware Data Fusion

A characteristic of pervasive computing is that applications sense and react to
context, information sensed about the environment and its occupants, by provid-
ing context-aware services that facilitate applications’ actions. Here we develop
an approach for sensor data fusion in a context-aware environment considering
the underlying space-based context model and a set of intuitions it covers; we use
a context-aware healthcare example to explicate our model. We propose a DBN
based model in our previous work [20] that we briefly outline in the remainder
of this section.

3.1 Dynamic Bayesian Network Based Model

Our motivation is to use the data fusion algorithm to develop a context-aware
model to gather knowledge from sensor data. Dynamic BayesianNetworks (DBNs)
provide a coherent and unified hierarchical probabilistic framework for sensory
data representation, integration and inference. Fig. 1 illustrates a DBN based
framework for a context-aware data fusion system consisting of a situation space,
context states, context attributes, a sensor fusion mediator and a network of
information sensors.

Let us assume a situation space Ri to confirm using the sensory information
sources B = {B1, . . . , Bm}, a set of measurements taken from sensors labeled
from 1 to m. The context attribute most relevant should decrease the ambiguity
of the situation space aR

j the most; we will select the one that can direct the
probabilities of the situation space to near one (for maximum) and zero (for
minimum). Let Vi be the ambiguity reducing utility to the situation space Ri.
Then the expected value of Vi, given a context attribute at

i from sensor Bi, which
has K possible values, can be represented as:

Vi =
K

max
i=0

N∑

j=0

[P (aR
j |at

i)]
2 − K

min
i=0

N∑

j=0

[P (aR
j |at

i)]
2 (8)

where i ∈ {1, 2, . . .m} identifies the sensor that provides the attribute. This
context attribute can be measured by propagating the possible outcome of an

information source, i.e., P (aR
j |at

i) = P (aR
j ,at

i)

P (at
i)

.
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Fig. 1. Context-Aware Data Fusion Framework based on Dynamic Bayesian Networks

Considering the information update cost and ambiguity reducing utility, the
overall utility can be expressed as:

Ui = αVi + (1 − α)(1 − Ui) (9)

where Ui is the update cost to acquire the information by sensor i with a knowl-
edge of the QoC bound, and α denotes the balance between ambiguity reduction
and cost. Eqn. 9 represents the contributions to ambiguity reduction and cost
to achieve the desired level of confidence. We can observe from Eqn. 9 that the
utility value of ai increases with the ambiguity reducing utility and decreases
with increasing acquisition cost. The most economically efficient disambiguation
sensor action A∗ can be chosen with the help of the following decision rule:
A∗ = arg maxA

∑
j U(B, aR

j )P (aR
j |B); where B = {B1, . . . , Bm} is a set of mea-

surements taken from sensors labeled from 1 to m at a particular point of time.
By incorporating the temporal dependence between the nodes as shown in Fig. 1,
the probability distribution of the situation space we want to achieve can be de-
scribed as: P (R, A) =

∏T−1
t=1 P (St|St−1)

∏T−1
t=1 P (Rt|Bt)P (R0); where T is the

time boundary. This sensor action strategy must be recalculated at each time
slice since the best action varies with time.

4 Optimal Sensor Parameter Selection

Considering that most sensors are battery operated and use wireless commu-
nication, energy-efficiency is important in addition to managing changing QoC
requirements. For example, higher quality might be required for certain health-
related context attributes during high stress situations such as a medical emer-
gency, and lower quality during low stress situations such as sleep. Fig. 2 shows
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Fig. 2. State-based Context attribute requirement graph with the required QoC

the context attributes requirement graph for a personal health monitor and
includes multiple states for each vital signs that can be monitored depending
upon the context state of the patient. For example, the Fig. 2 shows that when
a patient is lying in a distressed state and the blood pressure is low, the blood
oxygen level must be monitored with a quality of .7 and the blood pressure must
be monitored with a quality of .8. So the problem here is to decide what type
of information each sensor should send to the fusion center to estimate the best
current state of the patient while satisfying the application QoC requirements
for each context attribute by minimizing the state estimation error.

In this section, we introduce a formalism for optimal sensor parameter selec-
tion for state estimation. We define optimality in terms of reduction in ambi-
guity in the context estimation. The main assumption is that state estimation
becomes more reliable and accurate if the ambiguity or error in the underlying
state estimation process can be minimized. We investigate this from an informa-
tion theoretic perspective [6] where information about the context attribute is
made available to the fusion center by a set of smart sensors. The fusion center
produces an estimate of the state of the situation based on intelligent analy-
sis on the received data. We assume that the noisy observations across sensors
are independent and identically distributed (i.i.d) random variables conditioned
on the binary situation R (we assume situation R here as binary for ease of
modeling). Each sensor attribute has a source entropy rate H(ai). Any sensor
wishing to report this attribute must send H(ai) bits per unit time, which is the
entropy of the source being measured assuming that the sensor is sending the
exact physical state. Of course, different sensors contribute in different measures
to the error in state estimation. So, the problem is to minimize the ambiguity
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(or keep it within a specified bound), while not exceeding the shared link rate
Q. Thus by maximizing the a posteriori detector probability we can minimize
the estimation error of the random variables based on noisy observations from
a set of sensors at the fusion center to accurately reconstruct the state of the
situation [2].

Problem 2. Let B be the vector of sensors and A be the set of attributes, then
imagine a (B × A) matrix where Bmi = 1 where sensor m sends attribute ai.
Then, the goal is to find a matrix (B×A) within the capacity constraint Q which
minimizes the estimation error of the situation space.

∑

m

∑

i

H(ai) ∗ Bmi < Q and minimize [Pe = P{R̃ �= R}] (10)

where R̃ is an estimate of the original state R.

4.1 Problem Explanation

We assume R to be a random variable drawn from the binary alphabet {R0,R1}
with prior probabilities p0 and p1, respectively. In our case, each sensor needs
to determine a sequence of context attributes for a sequence of context states
{Sm,t : ∀t = 1, 2, . . . , T} about the value of situation R. We assume that random
variables Sm,t are i.i.d., given R, with conditional distribution pS|R(.|Ri). The
sensors could construct and send a summary Zm,t = πm(Sm,t) of their own
observations to a fusion center at discrete time t. The fusion center then produces
an estimate R̃ of the original situation R. Thus we need to find an admissible
strategy for an optimal sensor-attribute mapping matrix (B×A) that minimizes
the probability of estimation error Pe = P{R̃ �= R}.
Definition 1. A set of decision rules πm for an observation X → {1, 2, . . . ām}
where ām is the number of attributes admissible to sensor Bm with the admissible
strategy denoted by π, consists of an integer M in (B × A) matrix, such that

M∑

m=1

∑

i

H(ām.ai) ∗ Bmi < Q

The evaluation of message zm,t = πm(sm,t) by sensor Bm is forwarded to the
fusion center at time t. Since we are interested in a continuous monitoring scheme
here, we consider that the observation interval T tends to ∞. But the associated
probability of error at the fusion center goes to zero exponentially fast as T
grows unbounded. Thus we can compare the transmission scheme through the
error exponent measure or Chernoff information:

E(π) = − lim
T→∞

1
T

log P (T )
e (π) (11)

where P
(T )
e (π) denotes the probability of error at the fusion center for strategy

π considering the maximum a posteriori detector probability. We use Π(Q) to
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capture all admissible strategies corresponding to an independent frequently
varying multiple access channel with capacity Q and redefine our problem as
follows:

Problem 3. Find an admissible strategy π ∈ Π(Q) that maximizes the Chernoff
information:

E(π) = − lim
T→∞

1
T

log P (T )
e (π) (12)

4.2 Results

Let us consider an arbitrary admissible strategy π = (π1, π2, . . . , πM ) and denote
the space of received information corresponding to this strategy by:

γ = {1, 2, . . . , ā1} × {1, 2, . . . , ā2} × . . . × {1, 2, . . . , āM} (13)

where (π1(x1), π2(x2), . . . , πM (xM )) ∈ γ; for all observation vectors
(x1, x2, . . . , xM ) ∈ XM . Since the maximization of the a posteriori detector
is basically the minimization of the probability of estimation error at the fusion
center, we could just approximate this probability of error for a finite obser-
vation interval T and measure the error exponent corresponding to strategy π
using Chernoff’s theorem [6].

Next we consider pZ̃|R(.|R0) and pZ̃|R(.|R1) as the conditional probability
mass functions on γ, given situations R0 and R1. Now for z̃ = (z1, z2, . . . zM )
and i ∈ 0, 1 :

pZ̃|R(z̃|Ri) = Pi {x̃ : (π1(x1), π2(x2), . . . , πM (xM )) = z̃}

=
M∏

m=1

Pi{πm(um)} (14)

where the probability of event W is Pi{W} under situation Ri, and πm(um) =
{x : πm(x) = zm}.
Theorem 1. Using Chernoff’s theorem [6], the best achievable exponent in the
probability of error at the fusion center is given by

E(π) = − min
0≤k≤1

log

⎡

⎣
∑

z̃∈γ

(pZ̃|R(z̃|R0))k(pZ̃|R(z̃|R1))1−k

⎤

⎦

where π ∈ Π(Q) is given. Using Theorem 1 we can restate our original problem
as follows

Problem 4. Maximize the Chernoff information

E(π) = − min
0≤k≤1

log

⎡

⎣
∑

z̃∈γ

(pZ̃|R(z̃|R0))k(pZ̃|R(z̃|R1))1−k

⎤

⎦

corresponding to an admissible strategy π ∈ Π(Q).
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The problem of finding the optimal decision rules π = (π1, π2, . . . , πM ) is hard
even when the assignment vector (ā1, ā2, . . . , āM ) is fixed a priori. Hence we try
to derive a set of simplified conditions for Problem 4. Thus we state the following
Lemma, where we obtain an upper bound of the contribution of a single sensor
to the Chernoff information and find sufficient conditions for which having Q
sensors in the (B × A) matrix, each sending one bit of information, is optimal.

Lemma 2. For strategy π, the contribution EBm(π) from a single sensor Bm

to the Chernoff information E(π) is bounded above by the Chernoff information
E∗ contained in one context state S,

EBm(π) ≤ E∗ ≡ −min
0≤k≤1

log
[∫

X

(pS|R(x|R0))k.(pS|R(x|R1))1−kdx

]

(15)

Proof. Proof shown in the Appendix.

Let us represent E1(πm) as the Chernoff information corresponding to a single
sensor with decision rule πm, i.e.,

E1(πm) = −min
0≤k≤1

log

[
ām∑

zm=1

(P0{πm(um)})k(P1{πm(um)})1−k

]

(16)

and let Πb be the set of binary functions on the observation space X .

Lemma 3. Consider a binary function π̃b ∈ Πb such that E1(π̃b) ≥ E∗
2 . Then

having Q identical sensors, each sending one bit of information is optimal.

Proof. Let strategy π = (π1, π2, . . . , πM ) ∈ Π(Q) and rate Q be given. We con-
struct an admissible strategy π′ ∈ Π(Q) such that E(π′) ≥ E(π). We divide the
collection of decision rules {π1, π2, . . . , πM} into two sets; the first set contains
all of the binary functions, whereas the other is composed of the remaining de-
cision rules. We also consider Ib to be the set of integers for which the function
πm is a binary decision rule: Ib = {m : 1 ≥ m ≥ M, πm ∈ Πb}. Similarly, we
define Inb = {1, 2, . . . , M} − Ib. Considering the binary decision rule π̂b ∈ Πb,
we express E1(π̂b) ≥ max{maxm∈Ib

{E1(π̂b)}, E∗
2 }. Since by assumption π̃b ∈ Πb

and E1(π̃b) ≥ E∗
2 , we infer that such a function π̂b always exists. Observing that

m ∈ Inb implies that ām ≥ 2, which in turn yields H(ām.ai) ≥ 2. Considering
the alternative scheme π′, where π′ is an admissible strategy, we replace every
sensor with index in Inb by two binary sensors with decision rule π̂b. This new
scheme outperforms the original strategy π as shown in Eqn 17.

E(π′) = (| Ib | +2|Inb|)E1(π̂b) ≥ |Ib|E1(π̂b) + |Inb|E∗

≥
M∑

m=1

[

− min
0≤k≤1

log

[
ām∑

zm=1

(P0{πm(um)})k(P1{πm(um)})1−k

]]

≥ − min
0≤k≤1

log

⎡

⎣
∑

z̃∈γ

(
M∏

m=1

(P0{πm(um)})k(P1{πm(um)})1−k

)⎤

⎦

= E(π) (17)
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The Chernoff information at the fusion center is monotonically increasing in
the number of sensors for a fixed decision rule π̃b. State estimation error can
be minimized by augmenting the number of sensors in π′ until the capacity
constraint Q is met.

The strategy π being arbitrary, we conclude that having Q identical sensors in
the (B × A) matrix, each sending one bit of information is optimal in terms of
reducing the state estimation error. This configuration also conveys that the gain
offered through multiple sensor fusion exceeds the benefits of getting detailed
information from each individual sensor.

5 Experimental Components and Evaluation

We use the SunSPOT [23] (Sun Small Programmable Object Technology) device
for context sensing and mediation, which is a small, wireless, battery powered ex-
perimental platform. Each free-range SunSPOT contains a processor, radio, sen-
sor board and battery; the base-station Sun SPOT contains a processor and radio
only. The SunSPOT uses a 32-bit ARM9 microprocessor running the Squawk
VM and programmed in Java, supporting the IEEE 802.15.4 standard. In our
context sensing and performance evaluation we will use various built-in sensors
available with the SunSPOT sensor board.

5.1 Empirical Determination of Context Estimates

We used the accelerometer to measure the tilt value of the SunSPOT (in degrees)
when the monitored individual was in three different context states: sitting,
walking and running. From the collected samples, we computed the 5th and 95th

percentile of the tilt readings, corresponding to each state. Table 1 shows the
resulting ranges in the accelerometer tilt readings observed for each of the three
states. The results indicate that there is an observable separation in the ranges
of the tilt values for the three different states. This suggests that the states can
be distinguished reasonably accurately even under moderate uncertainty in the
sensor’s readings.

Similarly, we also used the SunSPOT light sensor to measure the light level
for different user contexts. Intuitively, low values of ambient light intensity may
be indicative of a ‘sleeping’ state, while higher values of light intensity are likely
to result when the individual is ‘active’. Table 2 shows the observed ranges for
the light values for each of these two states. The accuracy of context from the
light sensor is, however, much lower, as users may often be inactive (e.g., sitting),
even under high illumination.

5.2 Measurement of QoC Accuracy and Sensor Overheads

To study the potential impact of varying the tolerance range on each sensor
and the resulting tradeoff between the sensor reporting overhead, we collected
traces for the SunSPOT motion and light sensors for a single user who engaged
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Table 1. Calibrated Accelerom-
eter Sample Values for different
Context State

Range(5 − 95th percentile) Context
of Tilt Values (in degree) State
85.21 to 83.33 Sitting
68.40 to 33.09 Walking
28.00 to −15.60 Running

Table 2. Light Sensor Values (lumen) for
different Context State

Avg. Range of Light level (lumen) Context State
LightSensor.getValue() = 10 to 50 Turned on → active
LightSensor.getValue() = 0 to 1 Turned off → sleeping
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Fig. 3. Communication Overhead &
QoC Accuracy vs. Tolerance Range us-
ing Motion Sensor
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Fig. 4. Communication Overhead &
QoC Accuracy vs. Tolerance Range us-
ing Light Sensor

in a mix of three different activities (sitting, walking and running) for a total of
≈ 6 minutes (2000 samples at 5.5Hz). We then used an emulator to mimic the
samples that a sensor would have reported, given the trace, for a given q, and
compared the context inferred from the values reported by the emulation against
the ground truth. Fig. 3 shows the resulting plots for the ‘total number of samples
reported’ (an indicator of the reporting overhead) and the corresponding QoC
(defined as 1 - error rate) achieved, for different values of the tolerance range
(qm) for the motion sensor. Fig. 4 plots the corresponding values vs. the tolerance
range (ql) for the light sensor.

As the figures demonstrate, there is, in general, a continuous drop in the
reporting overhead and the QoC accuracy as q increases. However, as seen in
Fig. 3, a QoC of ≈ 80% is achieved for a modestly large q value of 40. Moreover,
using this tolerance range reduces the reporting overhead dramatically by ≈ 85%
(from 1953 → 248). This suggests that it is indeed possible to achieve significant
savings in bandwidth, if one is willing to tolerate marginal degradation in the
accuracy of the sensed context. A similar behavior is observed for the light sensor
(q = 4 incurs a 5% loss in QoC vs. a ≈ 65% reduction in reporting overhead).
However, as the difference between the lumen ranges for Active vs. Sleeping is
only ≈ 10 (Table 2), increasing q actually leads to a sharp fall in the QoC.
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5.3 The Benefit of Joint Sensing

We also investigated how the use of readings jointly from both sensors affects the
inferencing accuracy vs. tolerance ranges. We consider the individual to be in a
sitting, walking or running state whenever the motion sensor tilt values lie within
the corresponding range and the light sensor values indicate an active state.
Fig. 5 uses a three-dimensional plot to illustrate the observed inferencing fidelity
when the tuple (qm, ql) is jointly varied. This confirms the QoC accuracy is now
less susceptible to individual q variations. Fig. 6 confirms this benefit by plotting
the QoC vs. q obtained using the light sensor against that obtained by using both
light and motion sensors (the q ranges of both being identical). Clearly, the QoC
obtainable from the combination of the two sensors is much higher than that
of a single sensor. This confirms that the gain obtained by having more sensors
exceeds the benefits of getting detailed information from each individual sensor
in accordance to our information theoretic analysis. Through this evaluation
we observed it is indeed possible to significantly reduce the sensors’ resource
usage while satisfying the application quality requirements in pervasive care
environments.

6 Conclusion

This paper presents a framework that supports ambiguous context mediation
based on dynamic Bayesian networks and information theoretic reasoning, ex-
emplifying the approach through context-aware healthcare applications in smart
environments. Our framework satisfies the applications’ quality requirements
based on a resource optimized QoC function, provides a Bayesian approach to
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fuse context fragments and deal with context ambiguity in a probabilistic man-
ner, and depicts an information theoretic approach to minimize the error in the
state estimation process. A SunSPOT context sensing system is developed and
subsequent experimental evaluation is done.
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Appendix

Proof of Lemma 2: We consider the contribution of sensor Bm. The Chernoff
information for strategy π = (π1, π2, . . . , πM ) is given by

E(π) = − min
0≤k≤1

log

⎡

⎣
∑

z̃∈γ

(pZ̃|R(z̃|R0))k(pZ̃|R(z̃|R1))1−k

⎤

⎦

= − log

[
M∏

m=1

(
ām∑

zm=1

(P0{πm(um)})k∗
(P1{πm(um)})1−k∗

)]

= −
M∑

m=1

log

[
ām∑

zm=1

(P0{πm(um)})k∗
(P1{πm(um)})1−k∗

]

= − log

[
ā1∑

z1=1

(P0{πm(um)})k∗
(P1{πm(um)})1−k∗

]

−
M∑

m=2

log

[
ām∑

zm=1

(P0{πm(um)})k∗
(P1{πm(um)})1−k∗

]

(18)

http://www.norsys.com
http://www.sunspotworld.com/
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where the Chernoff information E(π) is maximized at k∗. So we can conclude
that contribution of sensor Bm to the Chernoff information E(π) can not exceed

− min
0≤k≤1

log

[
ām∑

zm=1

(P0{πm(um)})k(P1{πm(um)})1−k

]

(19)

which in turn is upper bounded by the Chernoff information contained in one
context state S. So, the Lemma 2 confirms that the contribution of a single sensor
to the total Chernoff information can not exceed the information contained in
each observation. Hence we derive the sufficient condition based on the Lemma 2
for which having Q binary sensors is optimal.


	Resource-Optimized Quality-Assured Ambiguous Context Mediation in Pervasive Environments
	Introduction
	Related Work
	Our Contributions

	Context Model
	Quality of Context Model

	Context-Aware Data Fusion
	Dynamic Bayesian Network Based Model

	Optimal Sensor Parameter Selection
	Problem Explanation
	Results

	Experimental Components and Evaluation
	Empirical Determination of Context Estimates
	Measurement of QoC Accuracy and Sensor Overheads
	The Benefit of Joint Sensing

	Conclusion



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated v2 300% \050ECI\051)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveEPSInfo true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /DetectCurves 0.100000
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /PreserveDICMYKValues true
  /PreserveFlatness true
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /Warning
  /ColorImageMinDownsampleDepth 1
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /Warning
  /GrayImageMinDownsampleDepth 2
  /CropMonoImages true
  /MonoImageMinResolution 600
  /MonoImageMinResolutionPolicy /Warning
  /CheckCompliance [
    /None
  ]
  /PDFXOutputConditionIdentifier ()
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c006500720020003700200061006e006400200038002e000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006f006e006c0069006e0065002e000d0028006300290020003200300030003800200053007000720069006e006700650072002d005600650072006c0061006700200047006d006200480020000d000d0054006800650020006c00610074006500730074002000760065007200730069006f006e002000630061006e00200062006500200064006f0077006e006c006f006100640065006400200061007400200068007400740070003a002f002f00700072006f00640075006300740069006f006e002e0073007000720069006e006700650072002e0063006f006d000d0054006800650072006500200079006f0075002000630061006e00200061006c0073006f002000660069006e0064002000610020007300750069007400610062006c006500200045006e0066006f0063007500730020005000440046002000500072006f00660069006c006500200066006f0072002000500069007400530074006f0070002000500072006f00660065007300730069006f006e0061006c0020003600200061006e0064002000500069007400530074006f007000200053006500720076006500720020003300200066006f007200200070007200650066006c00690067006800740069006e006700200079006f007500720020005000440046002000660069006c006500730020006200650066006f007200650020006a006f00620020007300750062006d0069007300730069006f006e002e>
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.276 841.890]
>> setpagedevice




