
 

P. Mueller, J.-N. Cao, and C.-L. Wang (Eds.): Infoscale 2009, LNICST 18, pp. 76–89, 2009. 
© Institute for Computer Science, Social-Informatics and Telecommunications Engineering 2009 

Parallel File Transfer for Grid Economic 

Chia-Wei Chu1, Ching-Hsien Hsu1, His-Ya Chang2, Shuen-Tai Wang2, 
and Kuan-Ching Li3 

1 Department of Computer Science and Information Engineering,  
Chung Hua University, Hsinchu, Taiwan 
{cwc,robert}@grid.chu.edu.tw 

2 National Center for High-Performance Computing,  
Hsinchu, Taiwan 

{jerry,stwang}@nchc.org.tw 
3 Department of Computer Science and Information Engineering,  

Providence University, Taichung, Taiwan 
kuancli@pu.edu.tw 

Abstract. In data grid environments, datasets are usually replicated to many 
servers when taking into consideration its efficiency. Since these files are usu-
ally huge in size, how to efficiently transmit and access between servers and 
grid users is an important issue. In this paper, we present an economy-based 
parallel file transfer technique using P2P co-allocation scheme, aiming to ser-
vice grid applications efficiently and economically in data grids. Taking into 
consideration the cost factor, we present a novel mechanism for selection of ap-
propriate server, by combining with an adaptive file decomposition scheme and 
the dynamic adjustment method. In order to evaluate the performance of the 
proposed method, we have implemented the proposed algorithm and compared 
with several other previous published techniques. Simulation results demon-
strate that the proposed technique is economically effective. 

Keywords: Data Grid, Parallel File Transfer, Dynamic Adjustment,  
Co-allocation, P2P. 

1   Introduction 

Grid technology has the great ability to interconnect computational and storage re-
sources scattered at various locations, mutually communicating via networks to share 
computations and data stores of parallel applications. A number of scientific experi-
mentations with large amount of data analysis such as high-energy physics, gene and 
protein in biology, simulation of earth science, and other macro issues like origin of 
cosmos are able to be solved efficiently. 

Due to its high efficiency, research for this technology has been broadly performed 
recently. With this perception, grid computing is viewed as one of important applica-
tions for the next-generation network that resource exchanges and knowledge sharing 
are materialized through the grid technology employed by people. By effectively inte-
grating various specialized tools like computation equipment, databases, software via 
broadband networks, the grid technology is also a safe, stable, yet simple platform. 
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Based on the fact that a single computer’s performance cannot deal with require-
ments in scientific applications with enormous amount of data derived from scientific 
experiments, the grid technology is possibly favorable to these applications by  
distributing available computations and resources around the world, based on its 
geometric locations. Presently, the grid technology has been extensively applied in 
computation and data storage. 

In this paper, an efficient scheme for parallel file transfer is proposed, where  
datasets are replicated to several server stations in data grid environments as copies 
containing large-size files usually whose efficient distribution and transmission have 
become a critical issue. Facing this topic [2, 12, 14], one scholar argued the co-
allocation architecture [15] and multiple co-allocation manners to fulfill data or files 
parallel-downloaded in multiple server stations. 

Internet

Client
Storage System

Storage System

Storage System

Internet

Client
Storage System

Storage System

Storage System

(b) Multi Server(a) Single Server  

Fig. 1. Single Server vs. Multi-Server 

Owing to the possibility of worse efficiency in transmission of data downloaded 
from one server by a client within popular Internet with jam occurring, one method of 
adopting multiple servers for improvement in efficiency of downloading data (see 
Figure 1) is available to the data grid environment for solving this issue. In this way, 
the transmission manners extensively employed for multiple servers have been rec-
ommended. As a result of data stored in different locations [2, 15], the concept of 
agent servers argued by some scholars is able to stabilize the efficiency of parallel 
transfer [1, 6, 7]. 

There exist several related works ongoing. Identical-size file blocks distributed in 
each transmission server make a faster server to spend more time than a slower one 
while transferring the last file block [15], another approach is to use different servers 
for transmission of identical file blocks but consuming more network resources [9], 
ways to minimize differences in time consumed by all servers completing transmis-
sion and manage unnecessary waste of network resources for transmission of identical 
file blocks has become one important issue. 

In this paper, the proposed research is to take into account a server’s efficiency in 
transmission and to propose a novel mechanism that effectively and dynamically 
distribute transmission in which is accessed by cost effects to avoid excessive waste. 
Knowing that the Grid technology is being employed to various enterprises and even 
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daily lives in the future, enterprisers shall comprehend the importance of effectively 
improving service quality and increasing customers’ satisfaction. 

The rest of this paper is organized as follows. The co-allocation architecture and 
related work is introduced in Section 2, while in Section 3 the mechanism of improv-
ing co-allocation scheme is presented. Section 4 describes our approach (EEPT),  
and experimental result performance analysis is done in Section 5. Finally, Section 6 
provides the conclusions and future work of this research. 

2   Related Work 

2.1   Co-Allocation Architecture  

As one of most common technology used in the development of data grids, the Co-
Allocation Architecture [15] is also taken as the main scheme in this investigation and 
partially improved at its architecture. As shown in Figure 2 for operations of the Co-
Allocation architecture, a client applying for one request will hand over necessary 
data and messages to one broker that acquires the available target files’ resource con-
tents via an information server such as Grid Information Service (GIS) and Monitor-
ing & Discovery System (MDS). Servers are selected by the broker, the co-allocation 
is able to download data and files requested by the client from system-storage servers 
via GridFTPs. Files are then forwarded to the client from the broker for completion of 
downloading.  

Other transmission mechanisms such as Brute-Force, History-Based and Dynamic 
Load Balancing are also provided [15]: 

Client
(Application)

Local Storage System Local Storage System Local Storage System

Information Service

Co-allocator

Broker

 

Fig. 2. Co-Allocation Architecture 
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(1) Brute-Force: According to the number of servers, data files are divided into n 
blocks with an identical size apiece. 

(2) History-Based: As a method derived and improved from Brute-Force, History-
Based with “more” identical-size blocks are separated from data files and able to 
distribute those blocks according to the status of server networks. 

(3) Dynamic Load Balancing: With more and smaller segmented blocks from data 
files, the transmission of one block is completed by one server only it is as-
signed to conduct the next transmission after the previous one is finished. 

However, these transmission methods as presented are available to networks with 
complete quality but possibly change effect of transferring files in case of some prob-
lems observed in network system. Furthermore, the contingent efficiency for transmis-
sion on realistic networks prompts some scholars to offer other improved transmission 
mechanisms matching realistic situations. 

2.2   The Recursive-Adjustment 

The Recursive-Adjustment Co-Allocation [3, 4, 5] is an option to reduce the waiting 
time consumed in transmission of the last block by the slowest in speed server. At the 
initial stage, this operation is to divide data files into several blocks as a server’s ref-
erences for measurement of bandwidths and then decide the quantity of blocks needed 
to be delivered by each server, according to computed bandwidths. With the fast-
speed server completing its transmission, the blocks for each server’s next transmis-
sion can be recomputed until the remained block is less than a threshold set to end this 
recursive-adjustment mechanism for blocks to be transmitted. The Recursive-
Adjustment Co-Allocation is presented in Figure 3, where E(Ti) is the expected time 
for completion of transmission and Ti the realistic time for completion. 

Server A

Server B

Server C

E (T1) T1 E(T2)
Round 2 Round 3Round 1

 

Fig. 3. Recursive-Adjustment Co-Allocation 

2.3   Dynamic Co-Allocation Scheme with Duplicate Assignments 

Without the presence of a forecast mechanism or adjustment in a server’s variable 
bandwidths, the Dynamic Co-allocation Scheme with Duplicate Assignments (DCDA) 
[9, 10] has excellent performance. Using a ring-sorting algorithm, DCDA divides D 
datasets into k identical-size blocks which can be delivered by each server without 
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data intersection. Once one assigned block is completely transmitted, another unde-
livered block will be assigned to this server in accordance to the algorithm which is 
employed recursively until all k blocks of D dataset are completely transmitted. With 
this method, possible idle time such as time consumed in communication between a 
server and a broker will be neglected without exception. 

According to the author’s algorithm for transmission, there is one problem in 
DCDA. Multiple servers repeatedly transferring identical blocks and therefore occupy 
large amount of network resources. As result, network jam between other clients and 
servers is generated. In contrast to above, when not taking into consideration a 
server’s status or selecting servers within above mentioned studies, other studies in-
corporating selection of servers are described next. 

2.4   Co-Allocation with Server Selection 

The main objective of the Abort and Retransfer mechanism [8] is to improve the 
worst-efficient server’s transmission for the last block. Despite distributed data files, 
this mechanism allows terminating the worst-efficient server’s unfinished operations 
halfway and transfers undelivered blocks with inspections completed to higher-
efficient server makes consumption in time improved for a successful transmission. 

Having a P2P environment as the background architecture, the Adaptive Dynamic 
Parallel Download (adPD) [16] distributes each identical-size block segmented from 
data files, which need to be transferred to individual servers whose transmission tasks 
can be assisted by the fast transmission-completed server by replacing the slower one. 
This mechanism’s advantage is that no excessive time is consumed in the adjustment 
of data when transferred in a P2P environment. 

Based on algorithms for Co-Allocation mechanism, the Efficient and Adaptive 
(EA) [11] simultaneously access a server’s performance as a reference of selecting a 
server for data transmission and able to reduce consumption in time for selecting 
servers and fulfills requirements for efficient parallel downloading. 

3   Research Architecture 

Despite quick and temporary communication time consumed in links and communica-
tions among all units under the Co-allocation mechanism previously presented, the 
time accumulated also affects the consumption of time for the completion of trans-
mission. Due to this, a new architecture with the P2P concept has been added for 
reduction of time consumed in data transfer and links and communications among 
different units, as shown in Figure 4. 

To receive a request for a file with data formats and features to be downloaded 
from a client, a broker is able to acquire a detailed list of servers owning the requested 
file by linking to an information server. Once the request for this detailed list is ac-
cepted, the client can actively link the file server based to P2P concept. In this fash-
ion, the time consumed in links and communications is drastically reduced, since no 
data downloaded from a broker but a file allocation conducted by a client. 
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Fig. 4. P2P Co-Allocation Architecture 

Under considerations in economic costs consumed in server selection of a client 
for the purpose of downloading files from a server, a mechanism matching given 
requirements in costs is developed in this proposed research, for the selection  
of servers which may permit efficient download of requested data files. Maintained 
at normal running status, all servers mentioned in the paper are guaranteed to be 
compliant with information servers. 

4   Efficient and Economic Parallel File Transfer (EEPT) 

One of main factors that affect a client’s costs with transmission costs included, a 
client’s bandwidths beyond considerations of a transmission mechanism previously is 
taken into account in this investigation. A server selected in accordance with a client’s 
bandwidths will reduce costs without transmission efficiency being influenced. 

4.1   Server Selection and File Decomposition 

For the case of a server’s costs under consideration, the way to select a server be-
comes the first priority as a result of consumption in costs correlated with a mecha-
nism for the selection of servers. Restricted conditions for this selection of the most 

beneficial information server are shown as follows: avgβ (a server’s average network 

bandwidth), maxβ (a server’s maximum network bandwidth), minβ (a server’s mini-

mum network bandwidth), C (a server’s consumed cost), and clientβ (a client’s band-

width). 
As for the first condition for selection, we employ the most common algorithm, 

Greedy Knapsack Problem, for the determination of a CP (Capacity Price), which 
will be selected first while having the maximum value. Because of an identical value 
acquired for CPs, the second condition with available information about servers such 

as maxβ and minβ for a stable value guaranteed is indispensible. In this way, a stable 
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value is expected to 0 as closed as possible. In order to simplify the presentation in the 
following section, we have some definitions: 

 
Definition 1 

avg
iβ  is the average bandwidth of server i. 

Definition 2 
max

iβ  is the maximum bandwidth of server i. 

Definition 3 
min

i
β is the minimum bandwidth of server i. 

Definition 4 

iC is the price to use server i to download file per time unit. 

Definition 5 

clientβ  is the limitation of client bandwidth. 

By deducing a server’s CP which is acquired from Equation (1), a clientβ  equal to or 

close to zero signifies that the Greedy Knapsack Problem fulfills and serve as an effi-
cient server for transmission. However, considering possible identical CPs, we may 
obtain a server’s stable value by means of Equation (2), since one server with a stable 
value is instrumental to provide a better transmission and efficient use costs. Higher 
performance server with lower price means higher CP value. To simplify 

i
avg
i

avg
i CCP β=  (1)

In addition, an influence factor α is used for evaluating reliability of a data server.  A 
smaller α is equivalent to less undulation at network’s bandwidth which is ideal for 
one server, especially selected to stabilize transmission efficiency due to slight undu-
lation at bandwidths, and corresponds to economic benefits in costs.  The influence 
factor is defined as follows. 

( ) avg
i

min
i

max
ii βββα −=  (2)

The usage of α in Equation (2) also reflects the definition of average deviation (μ), in 
probability and statistics, as show in Equation (3).  A smaller μ is equivalent to a more 
stable network’s bandwidth. 

n

avg
i

nt
i∑

=
− ββ

μ
 

(3)

Where nt

i
β  denotes the network bandwidth at the ith time interval; and n is the total 

amount of time intervals. 
Depending on our mechanism on selecting of servers, we are able to distribute 

blocks from data files directly proportional by using servers’ average bandwidth. The 
example is shown as follows. 
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For data (1000MB) downloaded by one client, clientβ  is 100MB/s and information 

of servers is listed in Table 1. 

Table 1. Information of storage serve 

 avg
iβ  min

iβ ~ max
iβ  C CP α 

Server 1 20 MB/s 15~25 2 10 0.5 
Server 2 30 MB/s 20~40 2 15 0.67 
Server 3 50 MB/s 45~55 4 12.5 0.2 
Server 4 50 MB/s 30~70 4 12.5 0.8 

 
As a result of CP=15, Server 2 is taken as one of transmission servers ( clientβ –

avg
2β  = 70). According to this architecture, avg

1β = 20Mbps and avg
3β = 50Mbps can 

be chosen as servers for transmission. With these servers considered for transmission, 
the bandwidths (average) designated to all servers are respectively 20MB/s (server 1), 
30MB/s (server 2) and 50MB/s (server 3), and the sizes divided for each block are 
200MB, 300MB and 500MB 

4.2   Dynamic File Transfer 

Despite the size of each server’s block to be transmitted and target for transmission 
simultaneously completed by all servers are known, dynamic adjustments are still 
required due to a network’s dynamic bandwidths. To avoid excessive economic costs 
wasted in idle time, an easily-understood dynamic adjusted mechanism can reduce 
idle time and make all servers complete transmission almost at the same time, as 
shown in Fig. 5. 

Block 1

Block 2

Block 3

E(Ti)
Ti

Server A

Server B

Server C

 

Fig. 5. EEPT Dynamic Adjustment 
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With the transmission of one block first completed by one better-efficient server 
which will be informed for the ongoing progress in block transmission conducted by 
other servers, this server is able to assist the server completing the least block trans-
mission by sharing the remained block to be transmitted. According to the bandwidth 
traffic last observed, the remained block to be transmitted shall be redistributed di-
rectly proportional. When transmission is simultaneously completed by all servers 
with minimized consumption in economic costs caused by idle time for the situation 
of an identical expected target, the whole transmission will be the most efficient. 
However, it is necessary to set threshold conditions for the sake of avoiding endless 
development in the adjustment mechanism. To this end, two threshold conditions 
under this dynamic adjustment mechanism are set. The former one is Remained block 
to be transmitted, and the latter one is the transmission progress. 

While assisting another server’s transmission, a server has to check whether the 
remained traffic is less than or equal to the remained block to be transmitted. For that 

matter, since the minimum designated to the lowest one of all servers maxβ , an assis-

tant transmission will not be conducted for a remained block less than minβ and all 

transmission tasks will be ongoing until completion. As threshold, the minimum minβ  

is used for selecting one server matching economic costs also being efficient. On the 
other hand, to complete transmission before an expected schedule, the minimum, 

minβ as one threshold condition, is used for excluding endless dynamic adjustments. 

In order to avoid termination of networks out of the first threshold condition with a 
transmission task failed before an expected schedule, a client has to monitor the 
transmission progress to exclude terminated networks affecting the whole efficiency. 
Against this requirement, the progress for transmission of other blocks shall be moni-
tored with one transmission completed by the fastest server and an ongoing dynamic 
adjustment is conducted. In case of no expected transmission progress within a preset 
period, the remained blocks will be designated to other servers for transmission 
forthwith and distributed directly proportional according to servers’ bandwidth traffic 
observed last. 

Continue the example in Section 4.1. Segmentation of blocks’ sizes is based on the 
selected average bandwidth for servers: Block1 (200 MB), Block2 (300 MB) and 
Block3 (500 MB) are designated to Server1, Server2 and Server3 for transmission, 
respectively. For the case of Server3 completing transmission of block3 before the 
expected schedule, the client is able to comprehend the transmission progress of 
Server1 and Server2 simultaneously. Next, for the sake of materializing transmission 
simultaneously, a block shall be adjusted according to threshold conditions. 

5   Experiments and Performance Analysis 

Experimental results on the efficiency for completion time, idle time, cost, and over-
head are obtained and analyzed in this section. The study is based on discussions of 
our proposed method with other mechanisms argued by relevant studies, as: (1) Sin-
gle, (2) Brute Force, (3) History, (4) Recursive and (5) Dynamic Co-allocation 
Scheme with Duplicate Assignments (DCDA).  



 Parallel File Transfer for Grid Economic 85 

 

The given conditions in this simulation include clientβ =100 Mbps, the information 

of servers (shown in Table 2) and the network status of servers (shown in Figure 6). 

Table 2. Experiment setup 

 avg
iβ  min

iβ ~ max
iβ  C CP α 

Server 1 30 MB/s 10~ 50 2 15 1.34 
Server 2 60 MB/s 40 ~ 80 4 15 0.67 
Server 3 20 MB/s 10 ~ 30 1 20 1 
Server 4 20 MB/s 15 ~ 25 1 20 0.5 
Server 5 50 MB/s 40 ~ 60 4 12.5 0.4 

 
According to the server selection policy of EEPT, server 4 is firstly chosen as one 

server for transmission, owing to server 4 has the highest CP value and its α value is 
lower than server 3 when both server 3 and server 4 have CPs equal to 20.  As the 

transmission flow of selected servers ( avg
4β =20 Mbps) does not exceed the band-

width of client ( clientβ 100 Mbps), more servers should be selected for parallel file 

transfer.  As a result, server 3 will be chosen in next, resulting a 40 Mbps transmission 

flow ( avg
4β + avg

3β =40 Mbps); and finally, server 2 is chosen, making a 100 Mbps 

transmission flow ( avg
4β + avg

3β + avg
2β  = 100 Mbps). 

Experimental simulation results for detailed comparison between our proposed 
mechanism and other mechanisms listed early this section are presented next.  Ex-
perimental simulation results are obtained utilizing the proposed mechanism for the  

 

 

Fig. 6. Varying network bandwidth variations 
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selection of servers, employed for the purpose of corresponding to requirements in effi-
cient servers and avoiding payments at the expense of extra economic costs. In experimen-
tal simulations, the sizes of files to be transmitted are 512MB, 1GB, 1.5GB and 2GB. 

As shown in Figure 7 for experimental simulations, our mechanism has been veri-
fied that the consumption in time for completion of transmission approaches to our 
expected target and is significantly reduced when compared with other methods. As 
shown in Figure 8 for comparisons of idle time, the consumption in time with the 
Dynamic Adjustment technology employed is decreased significantly. In this regard, 
depending on the degree of simultaneous completion for files transmitted by servers, 
the performance in idle time will be excellent with minimum time difference. 

 

0

5

10

15

20

25

30

35

40

45

50

512MB 1024MB 1536MB 2048MB
Size

S
ec

Single Brute Force History Recursive DCDA EEPT

 

Fig. 7. Performance comparisons - Completion time  
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Fig. 8. Performance comparisons - Idle time 
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Fig. 9. Performance comparisons - Transmission cost  

Figure 9 indicates costs consumed by all methods, according to conditions listed in 
Table 1 wherein the cost from the Dynamic Adjustment technology is higher than 
others due to larger number of high-efficient servers used in transmission. As set data 
(costs per second) closing the realistic situations, costs of one high-efficient transmis-
sion server indicated in Table 1 are higher than others. Due to possible unfair evalua-
tion to the Dynamic Adjustment technology based on data shown in Figure 9 only, the 
overhead is designed for fair comparisons: 

Cost timeCompletionOverhead ×=  (4)

 

Fig. 10. Performance comparisons - Transmission overhead 
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As shown in Figure 10, a smaller value for overhead is equivalent to a transmission 
efficiency matching completion time and costs. Based on simulation data with costs 
incorporated taking into consideration, we can find more servers selected for transmis-
sion which do not correspond to better transmission efficiency though higher costs. 
Therefore, it is required to choose servers matching realistic requirements in transmis-
sion. From data indicated, our mechanism is one choice to fit requirement in costs. 

6   Conclusions and Future Work 

With the consideration of economic issues for parallel file transfer in data grids, the 
proposed mechanism which is the dynamic adjustment scheme combined with server 
selection method was verified that is able to significantly curtail costs without affect-
ing transmission quality and can maintaining transmission efficiency. As one easily-
understood concept and matching realistic requirements in transmission, the dynamic 
adjustment technology mentioned here along with our P2P Co-Allocation architecture 
is able to reduce time spent in communication during distribution of blocks conducted 
by servers. 

As future work, a forecasting mechanism executed with exact algorithms will be 
favorable to the dynamic adjustment technology when precisely segmenting blocks 
and distributed to other servers. Thus, to reach the final target, researchers shall focus 
on detailed designs in addition to successful transmission completed synchronously 
by servers. 
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