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Abstract. Resilience and startup delay are the most important performance 
metrics to evaluate the P2P streaming systems. To simultaneously improve the 
two metrics, we propose several mechanisms at different system evolution 
stages. At the first stage, media server encodes the stream into multiple sub-
streams of the same length. Redundancy is introduced by using Reed-Solomon 
(RS) coding before distributing the sub-streams to different successors. Each 
peer in the network establishes a cooperative relationship with others to obtain 
all required sub-streams. At the stage of new peer arrival, a parent selection al-
gorithm with relatively lower complexity is proposed which takes full advan-
tage of redundant coding. After the peer builds up streaming transmission, it 
replaces some parents with a latency-based decision mechanism. In case of 
node failure, a swap-in-turn repairing algorithm between different sub-stream 
sources is proposed to ensure the high continuity of steaming transmission. 
Simulation results show that 1) the redundant coding and the parent replace al-
gorithm in case of node failure can effectively reduce interruption of data 
streams; 2) the codes with higher redundant degree can adapt to more dynamic 
scenario. Meanwhile, the codes with redundancy does not significantly de-
crease the effective transmission ratio when network is dynamic; 3) transmis-
sion achieves higher performance when the number of substreams is between 8 
and 16; and 4) the parent switching mechanism can significantly decrease the 
startup latency for a big proportion of peers. 
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1   Introduction 

Streaming service on the Internet has drawn significant attentions recently for its more 
interesting content than texts and pictures in web pages. As the participating peers 
contribute their upload bandwidth capacities to serve the others, P2P streaming sys-
tem can sustain much more users than that with traditional Client/Server mode under 
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the constraint of server’s outgoing bandwidth. Among the several types of P2P 
streaming systems, pull-based random mesh gains dramatic success due to its simplic-
ity and robustness[1]. Many successful commercial systems such as PPLive [2]and 
UUSee [3] use this mechanism.  

In some systems, streaming server splits data into multiple blocks, and delivers 
them to the participating peers. Each peer queries missing blocks from its neighbors. 
This block routing introduces great overhead and uncertainty to the transmission of 
peers.  

Instead of using data block as the routing unit, some systems like CoolStream-
ing[4] uses sub-stream as the routing unit. The streaming server splits data into multi-
ple sub-streams of equal length, and distributes them to different peers. Peers build 
neighborhood relationship with each other to obtain the complete set of sub-streams. 
Once the connection is built, the packets belonging to the same sub-stream will be 
delivered continuously. In this pattern, each peer needs to receive data from several 
relay peers. When a peer is disabled, the playback in its successor will be interrupted 
until another parent peer is determined. In a highly dynamic network, peers suffer 
greatly from the unpredictable user join/quit action.  

Since the peer has to receive all the sub-streams before it can playback the stream-
ing, the startup delay is determined by the slowest one. As both the P2P network  
organization and the neighbor selection are random, the arrival time of different sub-
streams may vary significantly, and the slower ones will slow down the playback and 
increase the startup time.  

According to the conclusion of CoolStreaming[4], the system dynamics is the most 
critical factor that affects the overall performance, and the critical performance prob-
lem in a P2P streaming system is the excessive startup time. Through the measure-
ment and analysis to some commercial P2P streaming system, [5] found that in these 
systems a lot of important decisions, such as how to pick a parent, seem to follow a 
randomized greedy algorithm.  

This paper uses a network evolution approach to optimize the system performance. 
We propose several mechanisms at the different stages of the system evolution in 
order to cope with the node dynamics and to decrease the startup delay.  

The rest of this paper is organized as follows: Section 2 presents a concise review 
of solutions for the nodes dynamics and startup delay in P2P streaming networks.  
Section 3 models the system. Section 4 gives the algorithms for parent selection and 
adjustment, and node failure handling. Our simulation methodology and results are 
described in Section 5. Finally, section 6 gives the conclusion of the paper. 

2   Related Works 

To solve the problem of transmission interruption caused by nodes departure, PRIME 
[6] used the ratio of bandwidth and peer degree as a metric named bandwidth-degree 
condition, to evaluate the system performance. Once the ratio value changes, system 
can immediately detect the bottleneck and relocate the bandwidth. 

Feng [7] and Zimu [8] found that some stable nodes in P2P streaming networks af-
fect the performance greatly though their amount is few. So they tried to identify the 
stable nodes and enable them to play more important roles in the system.  
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Redundant Coding such as Reed-Solomon [9] is another solution to avoid trans-
mission interruption. Encoded to multiple sub-streams redundantly, the data could  
be recovered at peers which received any subset containing a certain number of  
sub-streams of the streaming. 

Damiano[10] analyzed the mesh streaming system with a stochastic graph theory 
and drew the relations between delay and the number of sub-streams. It demonstrated 
that the transmission with multiple sub-streams is necessary to the system perform-
ance. However, it does not improve the system stability with redundancy of coding, 
and does not concern the influence of nodes failure on the successors. 

Kumar[11] used buffer to alleviate the interruption when nodes are disabled. 
Through the stochastic fluid analysis to the mesh streaming system, it showed that 
buffer can dramatically improve the stability of the system, since peers with more 
buffered data will have longer time to find a substitute data source when a parent is 
disabled. But large buffer will significantly increase the startup delay.  

Zhou [12] studied the greedy strategy and the rare first strategy used in data search-
ing using stochastic model, and proposed a mixed strategy that can be used to achieve 
a good balance between the continuity and startup latency. It has similar intent with 
this paper, while it is in different approach, and does not make use of the redundancy 
of the coding. 

S. Liu[13] derived the performance bounds for minimum server load, maximum 
streaming rate, and minimum tree depth under different peer selection constraints in 
P2P streaming networks. Though this work provides excellent insights, it ignores the 
dynamics of the network. 

3   System Model and Assumption 

In this system, following assumptions are taken: 

Assumption 1: streaming server splits the data into 'S sub-streams of the same length, 

and then encodes it with ( , ')RS S S coding to S sub-streams, 'S S> . Peers that 

have received any 'S sub-stream can recover the data, as shown in Fig. 1. 
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Fig. 1. Buffer filling in redundant sub-stream pattern (S’=4,S=5)  
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A set of existing peers will be presented to the new peer joining in the system ran-
domly. The new peer selects a subset of this peer set as its neighbors, and requires the 
sub-streams from them. Once a peer gets a sub-stream, it can provide the sub-stream 
for other peers. Constrained by the limitation of outgoing bandwidth, it only provides 
sub-streams with lower latency.  

Assumption 2: each node downloads a specific sub-stream from a single node, and 
each node downloads only a single stripe from a given parent, even if the parent could 
provide multiple sub-streams.  

Assumption 3: each peer has B neighbors. Peer selects S neighbors as the data pro-
viders named as active parents, and selects D neighbors as substitutes which will be 
used in case of active parent failure.  

We define the relationship of peers in the system: 

Definition 1. Two peers are neighbors if they are connected with each other.  

Definition 2. Peer i  is an active parent of peer j about sub-stream k  if peer i pro-

vides sub-stream k for peer j , and j is an offspring of peer i . 

Definition 3. If peer i could provide sub-stream k for peer j  but not really provide it 

at the moment, peer i  is a substitute parent of peer j about sub-stream k , and j is an 

offspring of peer i . 

In this paper, we assume that a substitute parent does not reserve bandwidth for its 
offspring.  

We abstract the network as a graph, the vertices of the graph represent the peers, 
and edges connecting vertices represent the connections between peers. 

We use a n n× connectivity matrix C to describe the relationship of peers in the 

network. The value of element ijc  in C represents the relationship of peer i and j . 

The definition of ijc is as follows: 
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Note that the parent relationship is directed. Due to the limitation of outgoing band-
width, each peer has limited offspring peers. This connectivity matrix maintains the 
global information, while for an arbitrary peer i , it only needs to maintain the infor-

mation about the i th line, 0 1[ , , , ]i i i inL c c c= L , which contains all the offspring of 
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i , and the i th column, 0 1( , , )T
i i i niV c c c= L , which contains all the parents of i . 

In each of the vector the peer maintains, it omits the element whose value is 0, i.e., the 
peer does not maintain the disconnected peers. So this matrix is a distributed descrip-
tion structure that allows the peers to maintain its local information. 

4   System Evolution 

From the evolution’s point of view, the state transfer of the network is driven by the 
change of relationship among nodes. In this section, we describe the processing of 
peer arrival and departure.  

4.1   Peer Arrival 

At any time t , the instantaneous state of network could be represented by the connec-

tivity matrix C . When a new peer b arrives, it contacts one existing node, and initial-
izes its neighbor list. The matrix C will be added with a new row and a new column 

and turns to a ( 1) ( 1)n n+ × +  matrix with the value of each element of the new row 

and new column filled withη . The peer b asks its neighbors for available sub-

streams, and gets a vector ,i bV from each neighbor containing the sub-streams that the 

neighbor can provide. Each vector has S elements, each of them represents a sub-

stream. The value of the k th element is ka if the k th sub-stream is available in this 

neighbor, else it is 0. Within the set of all the vectors 0, 1, ,{ , , }b b x bV V VL , peer b se-

lects the source for each sub-stream. So for arbitrary sub-stream k , b selects a 

neighbor as its active parent if in the vector the value of k th element is kα . Besides 

the active parents, the peer b also needs to select a roughly equal number of substitute 
parents for each sub-stream. That is, in the connectivity matrix, we need to fill in the 

column vector 0 1( , , )T
b b b nbV c c c= L of peer b , ensure that the bV at least contains 

all elements in the set 1 2{ , , , }nα α αL , and contains the elements in 

1 2{ , , , }nβ β βL  as uniformly as possible.  

The parent selection problem above could be transferred to a bipartite graph match-

ing problem and solved by Hungarian Algorithm [14] with complexity of 3( )O n . 

With the redundancy of the coding, we do not need a complete matching. The de-
scription of parent selection algorithm is as follows: 

1) Let N be the neighbor set, here we set N n= . Let substrS denote the sub-

stream set. The set of sub-stream set which could be provided by each neighbor 

is denoted by 0{ , }nS SΓ = L ;  
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2) Sort the neighbors decreasingly according to the numbers of sub-streams they 

can provide, and then get the neighbor vector sN ; 

3) Search the provider for each sub-stream in sN . When all the sub-streams get 

their provider, stop searching and record the position. Then we get a sub vector 

'N  of vector sN ; 

4) Sort the sub-stream identifies increasingly to form a vector of Str ; 
5) For each sub-stream in Str , we select the node as its parent that can provide 

fewer sub-streams than other node . Once the node is selected as a parent, it is 
deleted from the neighbor set; 

6) Search more substitute parents for each sub-stream in Str that does not have 
average number of providers until the numbers of its providers reaches the aver-
age value, or all the neighbors are checked.  

The complexity of this algorithm is 2( )O n  which is better than the Hungarian Algo-

rithm. The pseudo code is shown as follows: 

Algorithm 1. Parent Selection Algorithm 

Input: neighbor set N; sub-stream set S, sub-streams of 
each neighbor {S1,S2,…Sn}. 
Output: active parents set Vact, substitute set Vsub. 
N=SortBySubStreams(N); 
foreach n in N do // count the providers of sub-stream 
if (Marked(S) and |Ns|>=|S|) break; 
foreach s in Sn { Mark(s, S); add n to SRCs} // SRCs 
represents the set of neighbor that can provide sub-
stream s.  
add n to Ns; 

end foreach 
Str= SortSubstreamBySourceNumber(S); 
foreach s in Str do //select parent 
foreach n in SRCs do 

     vi = the last n; 
     add vi to Vact; 
     delete vi from Ns; 

end foreach 
end foreach 
foreach s in S do // add sub parents 
if (|SRCs|<Mean{|SRC0,SRC1,…,SRCs|}) 

     foreach n in N do 
   if ((s in Sn) and (n notin Ns))  add n to Vsub; 
     end foreach 

endif  
end foreach 
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Following is a simple example for the peer arrival processing. We assume that the 

number of sub-streams 3S = , ' 2S = , so the possible value of kα is in 1 2 3{ , , }α α α . 

There are 5 peers in the network besides the source server. The network connectivity 
is shown in Fig. 2(a). 
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Fig. 2. Peer arrival and departure (a) Original network (b) peer 6 arrival (c) peer 4 quit  

We assume that the connectivity matrix of Fig. 2 (a) is: 
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Note that for a given network connections, the connectivity matrix is not unique. 
Assuming that a new peer 6 arrives and builds the connection relationship as Fig. 2 
(b), the matrix C turns to be  

1 1 1 1
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Among the matrix, the sixth row represents all the offspring of peer 6, and the sixth 
column represents all the parents of peer 6. Then peer 6 asks its neighbors what re-
source they can provide. Let’s assume that peer 6 receives the following resource 
vectors: 
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After the selection algorithm, the matrix turns to 
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We can see that there is no kα or kβ in the last row of C . When a new peer joins in 

the system, the row corresponding to the contribution of the new peer will be formed 
this way, which means, the new peer has not contributed its bandwidth to the existing 
nodes in the network yet. So we apply a feedback process in the network. New peers 
send the sub-stream identities that it can provide to some of the originally existing 
peers, so that the new peers could be the substitute parents of the existing ones. Peers 
with not enough substitute parents will make use of the feedback periodically. The 
procedure is similar to the parent selection illustrated above. The following matrix is a 
possible result of the feedback action.  
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4.2   Parent Adjustment 

A peer needs to receive at least 'S sub-streams of one streaming segment before the 
segment can be decoded and played. So the playback delay of each segment depends 
on the 'S th received sub-stream. Due to the random neighbor assignment, peers 
select the parents without considering the delays of the corresponding sub-streams. 
The delays of sub-streams in one segment will be out-of-order. In this way, the last 
( 'S th) required sub-stream is very likely the transmission bottleneck. In order to 
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decrease the startup delay, we propose a parent adjustment mechanism to replace the 
parent of the bottleneck sub-stream. Our approach is focused on checking closeness of 
the arrival time of each sub-stream which belongs to the same segment.  

Let ( )jd i denote the delay of data block belonging to sub-stream j  in seg-

ment i .We give the definition of the delay of sub-stream in a segment as follows:  

Definition 4. Within each segment, the delay of the first arrived data block is 0; the 
delays of following blocks are represented in the difference of arrival time; the delay 
of a sub-stream equals to the delay of corresponding data blocks in each segment.  

Then we get the delay vector of arbitrary segment i as follows: 

{ }0 '( ) ( ), , ( )
T

SL i d i d i= L  

According to the definition 4, we compute the variance ( )D d of delays of sub-

streams in each segment. With the value of ( )D d , we can judge that whether or not 

the sub-streams in each segment have similar delays. We introduce a variance thresh-
old δ which could be used as the criterion to determine whether or not a peer needs to 
adjust its parents. The decision is made following the rules below: 

1) When ( )D d δ> , the peer needs to adjust some of the sub-streams. Let 's  de-

note the identity of the 'S th arrival sub-stream, let d represent the mean delay 

of the first 'S sub-streams of all, and let idΔ  denote the difference between the 

delay of each sub-stream and the mean delay d .  
2) If the peer only has 'S active parents, calculate the mean value of this differ-

ence ( )iE dΔ . If  ' ( )s id E dΔ > Δ , it implies that the sub-stream 's becomes 

the bottleneck of this peer, so we replace the parent providing 's with an ran-
domly selected neighbor. 

3) If the peer has more than 'S active parents, not only the parent for sub-stream 
's  needs to be replaced as mentioned in 2), but also the parents whose sub-

stream slower than 's need to be replaced. 

4.3   Peer Failure 

When a peer d quits, the connections related with it are canceled. So in the connec-

tivity matrix, the d th column and d th row is filled with 0. If peer d is the substitute 
parent of another peer, that peer does not need to react immediately. The node needs 
to add a new substitute parent in the next feedback process. If peer d is the active 
parent of some node, that peer needs to find a new active parent from the substitute 
parent nodes as soon as possible.  

Normally, the system search only the backup peers for the missing sub-stream, the 
backup peers probably fails to recover the transmission. If the peer does not have any 
available backup parents or the backup parent does not provide the required sub-stream 
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in time, the peer will encounter data missing, and the successors of this peer will also 
suffer the same problem consequently.  

When the backup parent can not provide the required resource directly, we propose 
to search the available resource in the current active parents, and find an adaptable 
match in all the available neighbors with a swap-in-turn pattern. The algorithm is 
shown as follows: 

Algorithm 2. Peer Failure Handling Algorithm 

input: active parents collection Vi, the failed stripe 
id :x; substitute parents collection: Sub. 
output: final SubStream collection Vi. 
foreach p in Sub do 

subnode= find_Substream(ak, x, p); 
if subnode not null 

     add subnode to Vi; return; 
endif 

end foreach 
foreach ni in Vi do 

add ni to V; 
end foreach 
Vi=Algorithm1(V); 

 
Using the example in Fig. 2, we assume the node 4 fails, and then the connection is 

as  Fig. 2 (c). According to the set of resource vector{ }1,6 3,6 4,6 5,6, ,V V V V , peer 6 

adjusts the data source for the missing sub-stream. The changing of the sixth column 
of matrix C is shown in Fig. 3. 
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Fig. 3. Parents swap-in-turns 

In the sixth column, peer 6 loses the source of sub-stream 3, and none of its substi-
tute parents could provide sub-stream 3 at this moment. But peer 3, original source of 
sub-stream 2, could provide sub-stream 3 also. So we set peer 3 as the source of sub-
stream 3, peer 1 as the source of sub-stream 2, and change the state of peer 5 as the 
active parent for sub-stream 1. This switch mechanism can avoid the situation that the 
substitute parents can not provide some sub-streams. Then the matrix C becomes 
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Beside peer 6, peer 5 also changes peer 2 to the active parent for sub-stream 2 due to 
the quit of peer 4. 

5   Simulation 

In order to evaluate the parent selection and adjusting algorithm, and the peer failure 
handling algorithm, we developed a simulation with Peersim[15] simulator. 

5.1   Methodology and Metrics 

We initialize the topology in which nodes degree follows power-law. At the begin-
ning, we insert 1000 overlay nodes to the network, and set the link latency using 

2DS [16] of Rice University. Nodes join in and leave the system randomly. The 
interval of both action subjects to a Poison process with mean of λ . So both the node 

arrival and departure actions have an average rate of 1
λ . We can get different aver-

age rate by varying the value of λ . 
The streaming bit rate is set to 400kbps according to the setup in CoolStreaming4, 

which must be satisfied at all peers during their streaming playback. Each segment 
has 50KB data, represents 1 second of playback, and is divided into 400 blocks. The 
data in each segment is redundantly encoded. For example, (9,8)RS coding splits 

the data into 8 sub-streams, and encodes them into 9 sub-streams, each with a bit rate 
of 50kbps. 

We define the parameters and performance metrics used in the simulation as fol-
lows: (1) Churn rate: the ratio of the number of node joining in or left to the average 
number of nodes in the system. Bigger churn rate means nodes change more fre-
quently. For instance, in a system with churn rate of 2, the value of λ is 0.05, the 
average rates of both nodes arrival and nodes leaving are 20 per second. So in 100 
seconds, the number of nodes leave the system is about 2000, which is about twice of 
average number of nodes in system. (2) Transmission interruption: we check every 
offspring node of the peer when it leaves the system. For each offspring that fails to 
find the substitution for the missing sub-stream in the current neighbors, we count a 
transmission interruption. (3) Steady degree: the ratio of the number of peers with no 
transmission interruption to the number of all its brothers when their active parent 
failed. (4) Effective transmission ratio: the ratio of the total amount of received and 
decoded data by all peers  to the total amount of data transmitted in the network. 
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5.2   System Resilience 

First we evaluate the resilience of this system. To compare with non-redundant cod-
ing, we use (12,8)RS  redundant coding. By varying the churn rate, we get the result 

shown in Fig. 4.  

0%

10%

20%

30%

40%

50%

60%

70%

80%

90%

100%

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31

Churn Rate

S
t
e
a
d
y
 
D
e
g
r
e
e

Redundant coding+parent switching mechanism

Redundant coding+normal parent reselection

Non-Redundant coding+parent switching mechanism

Non-Redundant coding+parent switching mechanism
 

Fig. 4. The effect of redundant coding and parent swap-in-turns algorithm 

We can see that both the redundant coding and parent switch algorithm is effective 
in improving the system resilience. The combinational use of these two mechanisms 
can ensure high quality for more than 80% users when churn rate is below 10. 

In order to observe the sensitivity of the transmission quality to the number of sub-
streams (value of 'S ), we varied the value of 'S  from 4 to 16, set the neighbor num-
ber 30N = , and get the result of continuity, startup latency, average hops and 
bandwidth usage shown in Fig. 5(a) (b) (c) (d), respectively. Here we use a non-
redundant coding, that is, S= 'S . We can see that when the number of sub-streams is 
between 8-16, the performance is acceptable. 
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Fig. 5. (a) Continuity on different number of sub-streams 
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Fig. 5. (b) Startup latency on different number of sub-streams 
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Fig. 5. (c) Average hops on different number of sub-streams 
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Fig. 5. (d) Bandwidth usages on different number of sub-streams 

We then observe the sensitivity of transmission quality to coding redundancy by 
varying the churn rate and redundancy degree. The result is shown in Fig. 6. As the 
redundancy increase, the transmission quality becomes better.  

Though redundancy improves the transmission quality, we have to answer the fol-
lowing question: Does redundancy cause inefficient transmission? We compared the 
transmission efficiency of the redundant and non-redundant coding and the result is 
shown in Fig. 7. When the churn rate is relatively lower, the coding schemes with 
higher redundancy achieve lower transmission efficiency. While when the churn rate 
becomes higher (beyond 8), the transmission efficiency of redundant coding is not 
significantly lower than that of non-redundant coding. 
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Fig. 6. Comparison of different redundancy of coding on resilience 
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Fig. 7. Comparison of different redundancy of coding on effective transmission ratio 

5.3   Startup Latency 

In this section, we observe the efficiency of parent switching algorithm. We 
set ' 8S = , and get the result shown in Fig. 8 by varying the delay variance threshold.  

The best result by adjustment is achieved when the variance threshold is set to a 
medium value, like 5000ms-9000ms. Most peers that need a adjustment can achieve 
an improvement in delay performance and the whole network delay is reduced by 
30%. When the threshold is beyond 9000ms, some peers that do need an adjustment 
will be missed. 

We set ' 16S =  and repeat the experiment. The result is shown in Fig. 9. Besides 
the conclusion drawn when ' 8S = , we can further conclude that when the number of 
sub-streams becomes larger, the number of peers that need adjustment decreases, and 
the appropriate range of variance threshold become narrower. So in this situation, we  
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Fig. 8. Adjust effect (S’=8) 

should be more cautious in determining the threshold so as to achieve the best result. 
For example, when the threshold is 5000ms, only 24% of peers need to be adjusted, 
and we can achieve almost 100% success rate. Note that the link latency parameter 
used in simulation is the practically measured value from the Internet, so the setup of 
variance threshold is meaningful in the practical systems. 
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Fig. 9. Adjust effect (S’=16)  

In order to find how many peers still need to be adjusted after the first adjustment, 
we compare the result between ' 8S =  and ' 16S = in Fig. 10 and can see that the 
system with more sub-streams could be adjusted more quickly.  
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Fig. 10. Comparison of situation after the first adjust between S’=8 and S’=16 

6   Conclusion 

In this paper, we propose several mechanisms to improve the performance of P2P 
streaming systems at the different network evolution stages. Our purpose is to allevi-
ate the influence of network dynamics to the system stability, and to decrease the peer 
startup delay. Simulation results show that 1) the redundant coding and the parent 
switching algorithm in case of node failure can effectively reduce interruption of data 
streams; 2) the codes with higher redundant degree can adapt to more dynamic sce-
nario and the codes with redundancy does not significantly decrease the effective 
transmission ratio when network is dynamic; 3) transmission achieves higher per-
formance when the number of substreams is between 8 and 16; and 4) the parent 
switching mechanism can significantly decrease the startup latency for a big propor-
tion of peers. 
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