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Abstract. As one of the most efficient access solutions, VDSL tech-
nology is becoming a highlight in the next generation network. This
paper addresses the topology design of hierarchical Hybrid Fiber-VDSL
Access Networks (HFVAN) as a NP-hard problem. An efficient strat-
egy with general binary models is proposed to find a cost-effective and
high-reliable network with heuristic algorithms in a short time. An en-
hanced Discrete Binary Particle Swarm Optimization (DBPSO) is devel-
oped and successfully implemented for this network planning problem,
both for clustering and positioning. In terms of numerical results, the
performance of the enhanced DBPSO is compared with some previous
approaches.

Keywords: Hybrid Fiber-VDSL Access Network, network architecture,
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1 Introduction

In the last decade DSL Access Network has become one of the most efficient
access technologies to provide a high bandwidth for SOHO subscribers. As the
milestone for DSL technology, the DSL specification VDSL2 (ITU-T, G.993.2)
enables network operators to provide up to 200 Mbps bandwidth over twisted
pair. This increase has a huge impact on global connectivity coupled with mul-
tifarious applications, such as IPTV in HDTV quality.

Similar to a PSTN access network, the Hybrid Fiber-VDSL access network
(HFVAN) is divided into two parts: the distribution network between Central
Office(CO) and Street Cabinets (SCs), and the Last 100 Meters network. The
Last 100 Meters network is the part between SCs and the subscribers, where
the VDSL technology is implemented to realize a high transmission speed of
subscribers over twisted pair. This work focuses on the planning and optimiza-
tion of the distribution network in HFVANSs, i.e. finding out a low-cost hierar-
chical structure with suitable positions for the intermediate layer and optimal
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connections of all network nodes subject to delay and network reliability with
node-biconnectivity. The hierarchical HFVAN design is NP-hard [I][2][3].

Some prior approaches addressed the topological design for hierarchical back-
bone networks by [4][5][6][7] and access networks by [8][9][10][11]. Generally,
network structures are illustrated by hierarchical star-star, tree-star, or mesh-
star topology. Most of these optimization problems are NP-hard. Due to their
complexity, different methodologies are investigated, such as Linear Program-
ming, Simulated Annealing, Tabu Search, Genetic Algorithms, Ant Colony Op-
timization, etc. Some algorithms have been investigated for HF'V access network
planning problems in [I][2][3].

Particle Swarm Optimization (PSO) is a metaheuristics, which is inspired by
the observation of the behaviors of birds and fishes. This optimization method in-
troduced by Kennedy and Eberhart in 1995, has shown an excellent performance
in many applications. PSO was designed for the optimization of continuous opti-
mization problems, in particular to some mathematical problems [12][13][14][15].
In the last years more real-world problems have been studied with PSO [16],
such as constrained optimization problems [I7] and the neighbor selection in
Peer-to-Peer Networks [I8]. Moreover, PSO-algorithms have been extended to
cover multifarious discrete optimization problems [19][20][21][22]. However, only
few approaches to hierarchical topology design problems with Discrete Binary
PSO (DBPSO) were published in the last years. PSO with a Non-binary Model
(NBM) was studied for HFVAN topology design problems, but its performance
was not stable enough due to the complex encoding process [2]. This work adopts
DBPSO and proposes an enhanced update function for the topology design of
hierarchical HFVANSs.

This paper is organized as follows: section 2 describes the hierarchical structure
of HFVANSs and makes a problem statement for their planning. Section 3 presents
the complete strategy to fulfill the hierarchical topology design of HFVANs and
binary models for its network topology. Section 4 introduces Discrete Binary Par-
ticle Swarm Optimization and proposes the enhanced DBPSO for the HFVAN
topology design. Consequently, some optimization results from DBPSO will be
analyzed and compared with Simulated Annealing (SA), Tabu Search (TS), Ge-
netic Algorithms (GA), Ant Colony Optimization (ACO) and PSO with NBM in
Section 5. Finally the conclusion and further work will be presented.

2 Problem Statement

2.1 Hybrid Fiber-VDSL Access Networks

In Figlll the Central Office (CO), Street Cabinets (SCs) and end users compose
a hierarchical infrastructure of a HFVAN. Its two main parts are the distribu-
tion network (CO-SCs) and the Last 100 meters network (SCs-VDSL end users),
which are interconnected by the optical fiber and the existing twisted pair, re-
spectively. This work focuses on planning and optimization of the distribution
network due to the fixed connection within the Last 100 Meters area. To reduce
the investment costs and improve network reliability, the hierarchical structure
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Fig. 1. Hierarchical structure of hybrid fiber-VDSL access networks

(middle layer with meshing) in the distribution network has been proposed sub-
ject to constraints of network elements, such as Edge Router (ER), Branch Micro
Switch (BMS) and Leaf Micro Switch (LMS). Keeping up the infrastructure of
the PSTN access network, the HFVAN respectively installs ER into CO and
BMS or LMS into SC, as shown in Fig[ll All VDSL subscribers are connected
with a star topology to a LMS located in the SC.

The top layer of this network is the Edge Router which provides the interface
between the distribution network and the backbone network. As assumed, only
one ER will be placed in this layer. Some BMSs compose the intermediate layer
of this network. The third layer of the network consists of a number of LMSs,
accessing to residential and SOHO subscribers. In consideration of the network
availability and reliability, a LMS must have at least two paths to reach the ER,
i.e. each LMS at the low layer must have two uplinks either to BMSs in the
high layer or to be joined with other LMSs. The hierarchical network topology
of HF'VANSs should fulfill the requirements of both edge-biconnectivity and node
biconnectivity.

2.2 Objective Function and Constraints

The major planning problem in this work is to build up the intermediate BMS-
layer of the hierarchical network. More precisely, it is to determine the corre-
sponding number of BMSs, the position of each BMS and to find out the optimal
links within the network nodes, subject to minimal costs and some constraints.
The objective function (costs function) Z,; is formulated by:

Znet - Z(E?mscbms + Z mec(lm) + Nlmsclms (]-)

where N5 is the number of LMSs, Chp,s and Cyy, s are the costs of each LMS and
BMS, [;; is the edge length between node ¢ and j (4,5 € 1..Nims), xé’ms and x;;
are binary variables (if a node or link is selected, then 1; otherwise 0). ¢(I;;) is the
cost of link ¢j that is assumed to be a linear function of the link length ;;:
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C(li]‘) = Ollij + ij (2)

where C is the cost unit of the fiber. cfj is the fixed cost for different link types
within ER, BMSs and LMSs, i.e. k=1 for link ER-BMS, k=2 for link BMS-BMS,
k=3 for link BMS-LMS. As we assume that the number and costs of LMSs and
ER are fixed, therefore these costs can be ignored in the objective function.
The constraints for the planning of HFVANs are made up of physical con-
straints, flow constraints, maximal delay, and reliability. Physical constraints are
related to topology, location and selection of BMSs in the HFVAN. The maximal
and minimal uplink/downlink ports are limited for node degrees. Considering the
characteristics of HFVANS, the network can be modeled with M/M/1 system to
derive the end-to-end delay [1]. To deal with single link failures, a minimum con-
nectivity of the topology should be satisfied to guarantee the network reliability.
In this work edge- and node-biconnectivity for single node failures is considered.

3 Analysis of HFV Access Network Topology Design

3.1 Strategy

A complete strategy of the HFVAN topology design with heuristic algorithms is
proposed in [3].

Initialization (network structure, algorithms parameters)
while stop criterion=false do
Generation of new network structures:

Positioning of BMSs;

Clustering of LMSs with BMSs;
Reparation of links (BMS-LMS, LMS-LMS);
Multi-constrained MST (ER-BMS layer);
Augmentation (ER-BMS layer);

Costs evaluation (total network costs);
endwhile
Output the best solution found so far.

Fig. 2. Strategy of the HFVAN topology design

FigPl presents an iterative procedure of planning the HFVAN structure with
heuristic algorithms. The whole optimization process updates network structures
dynamically by generating new neighbors. Firstly, the initial network struc-
ture is randomly generated, but it is ensured to be valid using some repair
functions. As described in section 2, HFVANs are built with a hierarchical
topology. The middle layer of BMSs, i.e. the positions and numbers of BMSs,
are unknown. After positioning of BMSs and clustering of LMSs, the connec-
tions between BMSs and LMSs can be determined. With local repair functions
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the redundant or invalid links will be removed, a few improved links will be
added, respectively. In this case a Minimum Spanning Tree (MST) is an effi-
cient solution to build up a fundamental structure of the BMS-layer. However,
multi-constraints, such as node degree, delay, capacity, make the MST problem
more complex. This problem is called Multi-Constrained Minimum Spanning
Tree (MCMST). Based on MCMST and Augmentation, a bi-connected, cost-
effective, and degree/capacity/delay-valid network structure with three layers
will be achieved. Costs evaluation will estimate network costs including the costs
of LMSs, BMSs and the selected links within them. The stop criterion is assumed
as a certain iteration subject to the visited solutions.

Optimization algorithms, such as DBPSO, will have significant effects on this
network planning procedure, particularly for the generation of new neighbors
(Positioning of BMSs and Clustering of LMSs) and Costs evaluation. In a sense
other functions in the loop are necessary for HFVAN topology design, but have
little influence on heuristic optimization algorithms studied. The optimal solu-
tions found so far have less than 2% difference to reference global optima. It
verifies the proposed strategy to be suitable for this design problem.

3.2 Binary Modeling

Besides the Linear 0-1 Integer Programming, the binary modeling can be applied
to optimization problems with heuristic algorithms, such as Simulated Anneal-
ing, Tabu Search, Genetic Algorithms, etc. Similarly, the network topology of a
HFVAN can be modeled as a particle with a group of binary individuals. Hereby,
two scenarios are proposed in FigBl Full Particle Modeling(FPM) is used for
DBPSO to fulfill both Positioning and Linking of BMSs, and Clustering of LMSs,
including all binary codes. All changes of binary codes are dependent on DBPSO.
Partial Particle Modeling(PPM) is adopted to present DBPSO influencing only
the Positioning and Linking of BMSs, i.e. BMSs, ER-BMS, BMS-BMS in the
first terms. As assumed, the links between ER and LMS are not allowed due
to the high cost. In the current approach there is only one ER. Hence, the first
binary code for ER should be 1.

As shown above for Full Particle Modeling, the overall particle length with
Nims SC (LMS) and 1 CO (ER) consists of different individuals numbers:

ER-BIS conrections BMLIS-IMS connections
ER A —_
(fofififofafaft [ Te]ofo] [ [i[ofofalt[. T JofoJt[olot1]. T 0]
\._Y_./
BMS position BIMS-EMS connections LMS-LMS connections
OIolififof[eil [t[alal [ [iln] memmmmm
e —

ER-BMS connections |:| Eatticlelinpatisl e ion

Fig. 3. Full Particle Modeling and Partial Particle Modeling for HFVANs
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first entry for ER;

— Nyns entries for potential BMSs’ positions;

— Niyms entries for the connections between ER and BMSs;

— Nims(Nims — 1)/2 entries for the connections within BMSs;
NZ, . entries for the connections between BMSs and LMSs;
— Nims(Nims — 1)/2 entries for the connections within LMSs;

where 1 means the presence of nodes or edges in the network solution, 0 means
the absence of nodes or edges. If the first code of ER is ignored, the particle
length of Full Particle Modeling (FPM) is described as:

Lrpy = (2Nims + 1) Nims (3)
Comparatively, the particle length of Partial Particle Modeling (PPM) is:

LPPM - Nlms(Nlms + 3)/2 (4)

The length of PPM is obviously less than FPM, where a deterministic method
will fulfill the connection within LMSs and BMSs. If N, is large enough, then
Lppy is approximated to 4Lppys. With the deterministic method the PPM
could make optimization results locally optimal, but the computation time can
be significantly reduced. In the previous study a non-binary model was proposed
for continuous PSO [2].

4 Discrete Binary Particle Swarm Optimization

4.1 Introduction

As a swarm intelligent computation technique, PSO has its roots in the simula-
tion of a simplified social system such as bird flocking, fish schooling, and swarm
theory in particular. Different from GA and some other Evolutionary Computa-
tional (EC) algorithms, each individual in PSO searches for the optimum under
the spirit of Cooperation.

A general strategy of PSO is described in Fig[d which is suitable for all contin-
uous and discrete PSO algorithms. The main procedure of PSO is fulfilled by the

Initialization (position, velocity, PSO parameters)
while stop criterion=false do
Schedule Activities
Evaluate positions (calculate solutions);
Find global optimum and personal optimum;
Update velocity and position;
end Schedule Activities
endwhile
Output the optimal solution.

Fig. 4. Pseudo code of Particle Swarm Optimization
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Schedule-Activities: calculate solutions, find the current best value of all particles
and the personal best value of each particle, update the velocity and position.

The intensification of an optimization process with PSO is fulfilled by keeping
or strengthening a useful particle, i.e. the particle with the best value found
so far. It can accelerate the convergence of the search processes. Inversely, the
personal optimum and the random change can improve the diversification of
PSO to avoid the local optimum.

4.2 Formulation and Notation

The standard PSO which operates in a continuous search space is suited to
handle real valued optimization problems. But many optimization problems are
set in a discrete search space. The algorithm tends to fall apart if a particle is
flying to either zero and one. A discrete binary version of the PSO was introduced
by Kennedy and Eberhart [19], using the concept of velocity as a probability
that a bit takes on 0 or 1. The original update functions for the velocity and the
position of particles in DBPSO are described as:

(b +1) = v, (k) + c171(Pvest,n — Tn (k) + cor2(gbest — 2n(k)) (5)

0 sign(va(k+1)) <rs (6)

Tk +1) = {1 sign(v,(k+1)) > r3

sign(a) = 1/(1+e”%) (7)

where

c1 and cy are the acceleration factors with constant and positive values;
Vinaz 18 the maximum of the velocity;

N, is the number of particles;

n is the n-th particle in the swarm, n € [1, N,];

k is the iteration number;

vn (k) is the velocity of the particle n, v, (k)] < Viaa;

xn (k) is the position of particle n, binary variable;

Dbest,n 1S the best position of particle n;

Jpest 1s the best position for all particles;

r1, r2, T3 are uniformly distributed number between 0 and 1.

4.3 Enhanced DBPSO

Obviously, the acceleration factors ¢; and ¢y are two important parameters in-
fluencing the performance of DBPSO. ¢; can strengthen the effect of pyest n, c2
emphasizes the effect of gpest, respectively. They control each optimization step,
in which a particle will move to either the best personal position ppest,n or the
best global position gpest. A suitable setting of two parameters can lead particles
to reach the balance between Cognition and Social behaviors well [13]. Anyway,
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the independence of ¢; and ¢y makes it difficult to apply DBPSO for real-world
problems.

Generally, V4, in DBPSO is taken as a complementary factor to limit the
further exploration rate. The velocity should be limited to V4. A high V4, in
the continuous-valued version increases the range explored by a particle. Con-
versely, a smaller V4, leads to a higher mutation rate [19]. However, numerical
results in this work show that V... plays an important role in the HFVAN
topology design by updating the velocity and position. An inefficient setting of
Vinaz could disturb the performance of DBPSO. Some numerical results will be
shown later.

To avoid this negative effect, an enhanced update function is proposed, where
Vinaz 18 taken into account. However, adding a new parameter into the update
function could make it more difficult to obtain a suitable configuration for all
control parameters. To reduce the complexity, we will combine a few control
parameters in the current update function of DBPSO.

In the DBPSO |r1(poest,n — n(k))| and |r2(gpest — o (k))| are less than 1.
Actually, the main change of v, (k + 1) strongly depends on the ratio of ¢;
and co besides the prior state v, (k). We assume ¢1 + c2=Vj4.. Then the ratio
v = cg/cy is defined to describe the effects of ppest,n and gpest. Therefore, a new
update DBPSO function is proposed as:

1

Un k+1 :’Unk +Vmaz
(k1) = v (k) + Vi,

T2 (gbest - (En(k))
(8)

where the old control parameters c¢1, co, Vinar are replaced by v and V4. The
further characteristics of v and the performance of the enhanced update function
will be discussed later in terms of numerical results.

~
r est.n — Ln k +Vmaz
Boestn = 0(K) + Vs | ]

4.4 Application

TabIl provides a mapping from DBPSO to HFVAN topology design problems.
Other parameters have been explained in Formulation and Notation.

5 Results and Analysis

5.1 Optimization Environment
1) Test bed: three typical networks are studied.

— Network I: 13 Street Cabinets (SCs) and 1 Central Office (CO), where CO
is located at the boundary of the network;

— Network IT: 40 SC and 1 CO , the position of CO is similar to that in Network

L

— Network III: 87 SC and 1 CO, where CO is located in the middle of the
network.
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Table 1. Mapping of DBPSO in HFVANSs topology design

DBPSO Application

Particle n n-th network topology

Code ¢ in particle n i-th node (or edge) in n-th network topol-
ogy

Modification of particles Generation of new topologies

Position zn,(k) =0 orl State of i-th node (or edge) in n-th topol-
ogy (1:selected, O:unselected)

Velocity vn,i(k) =0 orl State change of i-th node (or edge) in n-th
topology

Personal best position ppest,n,; = 0 orl State of i-th node (or edge) in the local
best n-th topology

Global best position gpest,; = 0 orl State of i-th node (or edge) in the global
best network topology

Objective function Cost function

Goal Find the optimal network topology

2) Hardware and software: in this approach several heuristic algorithms have
been implemented in the standard platform of a planning tool for HFVAN de-
signs in C++. Generally, each parameter or scenario has been tested at least
20 times (runs). CPLEX is used to obtain a global or near-global optimum as
reference results. The test environment is made up of two parts:

— Heuristic algorithms in C++ are tested at the HPC of TU Dresden: Linuz
Networx PC-Farm Deimos, CPU: AMD Opteron dual Core 2.6GHz, RAM:
2 GB;

— CPLEX works with a computer: CPU: Intel(R) Xeon(TM) 3.20GHz, RAM:
4 GB.

5.2 Results and Comparison

1) Original DBPSO vs. enhanced DBPSO: in the original DBPSO, V.4, is usu-
ally used as a constraint for the update of the velocity. Actually, it plays a
relevant role in the optimization process with DBPSO. However, this effect is a
negative factor to disturb the performance of DBPSO in HFV access network
designs. Figlh, Figlbh and Fig[th show the relationship between V.. and co
for Full Particle Modeling (FPM) for Network I/II/III, where ¢;=1. Each test
point in the figures presents the mean value of optimal costs from at least 20
runs. These results explicitly verify that different V4, leads to different results.
This effect makes the selection of ¢; and ¢y more complex for the HFV access
network topology design. Due to bad solutions, the results of Viae (Vinaz < 5
for Network I/II, Vs < 10 for Network III) are not depicted in Fighh, Figlth
and Figl[fh. Hence, they are disregarded for the comparison.

To avoid this negative influence of V4., the enhanced DBPSO is imple-
mented. Fighb, Figlib and Fig[lb present the optimization results from V.
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and v for Network I/II/III with FPM, which are almost independent on V44
as 7y in [10,500]. Then V4, works only as the constraint for the velocity. We
do not need to consider it, while studying other parameters, such as the number
of particles and iterations. These results identify the advantage of the enhanced
DBPSO with v, which can efficiently work for DBPSO with Full Particle Mod-
eling. A special case appears for Network I and II with V},,,,=5 in Figlhb and
Figl6b, where V;,, 4, has no significant influence in these two scenarios with FPM.

The optimization results from DBPSO and enhanced DBPSO with Partial Par-
ticle Modeling (PPM) for Network IT are depicted in Fig[8l Similar results from
PPM for Network I/IIT are ignored here. However, the improvement of the en-
hanced DBPSO can not be explicitly seen for Partial Particle Modeling. It stands
to reason that only a part of codes are updated by DBPSO with PPM, other bi-
nary codes are decided by a few deterministic algorithms. Therefore, the results
from DBPSO with PPM for Network I/III are not discussed in this paper.

2) Particle number and visited solutions: if the number of the optimization
iterations is fixed, more particles (i.e. visited solutions) at each iteration improve
the optimization. Conversely, the optimization time could be increased. Hence,
a suitable number of particles is meaningful for the performance of DBPSO.
Fig presents the optimization process with different numbers of particles and
FPM/PPM for Network II, where the maximal number of solutions is limited.
For Network II with FPM or PPM five particles provide the best costs. However,
the number of particles depends on the optimization problem. For the HFVAN
topology design a higher particle number does not mean that better optimal
solutions can be easily found. It stands to reason that more particles could
improve the diversification of DBPSO and reduce the intensification. The balance
of intensification and diversification of DBSPO has to be obtained subject to
empirical results in this work. Hence, the suitable number of particles has to be
selected to adapt different real-world problems.

3) Partial Binary Modeling vs. Full Binary Modeling:in terms of Fig[d DBPSO
with FPM has better performance than DBPSO with PPM, because DBPSO with
PPM realizing Clustering of LMSs easily leads to trap into local optima. Fig[IQ
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compares the optimization time of DBPSO with FPM and PPM. For low num-
bers of particles the optimization time by DBPSO with FPM is shorter than that
by DBPSO with PPM. It stands to reason that a considerable part of the opti-
mization time depends on the repair of the LMSs-BMSs clustering. As mentioned,
DBPSO with PPM uses a deterministic method to realize the clustering of LMSs.
As assumed, 7 is 50, which makes gpes; more important. During the update of
the velocity, other particle are moving to the current best particle. More precisely
for HFVAN topology design problems, other network topologies will be changed
similar to the best network topology. The best network topology must be a valid
solution. Hence, other particles have higher probability to become a valid solu-
tion and does not need many reparation for DBPSO with FPM. It can reduce the
optimization time. Anyway, the higher number of particles has stronger diversifi-
cation. By updating the velocity other particles (network topologies) change dy-
namically, which requires more reparation processes and explicitly increases the
optimization time. Therefore, the number of particles and the optimization time
should be taken into account simultaneously.
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4) Comparison with SA, TS, GA, ACO and PSO with NBM: the number of
solutions visited is limited to compare different algorithms. In many papers the
comparison of some algorithms is based on the iteration or generation of an op-
timization process. However, the iteration (i.e.generation) has different meaning
or definition for these algorithms. In principle an iteration of trajectory-based
search (e.g. SA and T'S) means that one valid neighbor or one valid neighboring
solution is found. But for population-based search one generation means that the
population including a group of valid solutions are changed at the same time.
Then the visited solutions by population-based search (e.g. GA, ACO, PSO) at
an iteration is much more than those by trajectory-based search at one iteration.
The total optimization time depends on the number of solutions and the time
needed by each solution. Based on experimental results, the mean time to find
one valid solution is similar. Therefore, the limited number of solutions visited
is defined to efficiently compare different algorithms in this work.

Tab 2l shows optimization results with maximal solutions 25000/50000/50000
for Network I/II/III. More precisely, SA takes 50/100/100 steps without any
change of the temperature as the inner loop and 500 iterations as the outer
loop, respectively; TS iteratively finds 5/25/25 neighbors (i.e. solutions) as the

Table 2. Comparison of SA, TS, GA, ACO, PSO with NBM, enhanced DBPSO for
HFV Access Network Topology Design

Algorithm Network  Best Rel. Dif.  Average Rel. Dif. Time(s)
SA I 20284.0 0.69% 20497.5 1.75% 6.9

11 59345.1  5.70% 59967.1  6.81% 319.3

11T 113026.0 4.86% 114473.0  6.20% 7963.0
TS I 20284.0 0.69% 20284.0 0.69% 3.3

11 58934.3  4.97% 59229.0  5.49% 335.1

11T 112643.0 4.50% 113634.0 5.426% 9127.2
GA I 20284.0  0.69% 20375.5  1.15% 2.7

11 58830.0 4.79% 59492.0  5.97% 1194

111 112471.0 4.35% 113440.0 5.25% 4741.2
ACO I 20209.9  0.32% 20307.1  0.80% 6.1

I 58353.9 3.93% 58918.7 4.94% 192.4

11T 113376 5.18% 114302 6.04% 696.6
PSO I 20269.3  0.62% 204954  1.74% 6.23

I 58462 4.13% 59777.3 6.48% 331.23

11T 112982 4.82% 115305 6.98% 6728.8
DBPSO I 20194.4 0.24% 20372.1 1.13% 7.3

I 58031 3.36% 59103.5 5.27% 268

111 111426  3.38% 116145 7.75% 5359.3
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Candidate List for 2000 steps; GA with Partial Chromosome Modeling generates
50/100/100 new children (i.e. solutions) at each generation, the total generation
is 500; ACO fulfills 50/100/100 times Ant-based Clustering to obtain an optimal
solution for BMS-LMS layer, where the total generation of Ant-based Positioning
is 500 generations; PSO with NBM uses 25/50/50 particles to illustrate solutions
for 1000 iterations; DBPSO uses 5/10/10 particles with 5000 iterations to find
the required number of solutions.

The relative cost difference to reference optima (Rel.Dif.) can explicitly rep-
resent the performance of an algorithm besides the time difference. Reference
optima are obtained by CPLEX: 20144.1 with 92.96s, 56142.4 with 14938.62s,
107785.8 with 326480.64s for Network I/II/III.

Different optimization results are shown in Tab[2] where the enhanced DBPSO
can find the best optima for Network I/II/III and provide excellent average
results for Network I/II. The average results of Network III are not satisfying.
By reason of the strong diversification and the binary modeling, DBPSO can
effectively explore the unvisited space to catch new better solutions. However,
it can have negative influence on the search process of DBPSO. For instance,
some good solutions have been found, which could be improved by a further
search. But the dynamic update of DBPSO could miss these efficient positions.
Therefore, the DBPSO can find an excellent solution for the topology design
of HFVANS, but the unstable performance could lead the optimization process
into local optima. Anyway, the enhanced DBPSO works better than PSO with
a non-binary model in Tab[2]

6 Conclusion

This paper presents a strategy for the topology design of hierarchical hybrid
fiber-VDSL access networks with heuristic algorithms. Two binary models have
been studied for DBPSO. An enhanced update function is proposed to improve
the performance and simplify the application of DBPSO. Based on numerical
results, the enhanced DBPSO performs better than the original DBPSO in con-
sideration of the maximal velocity. Furthermore, this algorithm can be efficiently
used for HFVAN topology design problems, particularly for small or medium-
sized networks. It could be helpful for other research in this field.

However, DBPSO strongly depends on the length of particles and initial net-
work topologies. More test networks are required to study them continuously.
As a further work, the update function of x,(k 4+ 1) could be studied by an-
other function to avoid the premature convergence. The stability for large scale
networks should be studied continuously.
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