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Abstract. Due to the recent spread of different styles of watching
movies, streaming using Peer-to-Peer (P2P) technology has attracted
great attention. In P2P streaming systems, to distribute the network
load, since peers from which the user receives data are selected at ran-
dom, clients have to wait until their desired data are delivered. Therefore,
many researches are attempting to reduce the waiting time. However,
due to the complexity of implementation, they usually evaluate these
methods using machine simulations. In actual environments, interrup-
tion time is not always reduced by increasing the number of clients who
deliver data. To evaluate the availability of P2P streaming systems, im-
plementing a P2P streaming system is crucial. In this paper, we design
and implement a P2P streaming system. With our implemented system,
we consider situations in which the proposed system is effective.
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1 Introduction

Recently, delivery services using Internet Protocol (IP) networks have attracted
much attention and are changing how we watch movies. In these services, clients
connect and receive data. In on-demand type, each client demands data from a
server, who replies to the demand and delivers the demanded data. Although
clients can get their desired data immediately, the server’s load becomes higher as
the number of clients increases. When necessary bandwidth surpasses available
bandwidth, the server cannot deliver data to new clients, so the waiting time
from starting to receive them to starting to play them increases.

In this paper, we consider streaming delivery using P2P networks. In P2P
networks, there are several clients called peers, who demand data and receive
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them from other peers. When a peer finishes receiving all the data, it can deliver
them to other peers.

We previously proposed several scheduling methods to reduce waiting time
for selecting peers on P2P streaming systems. These researches often assume
a simulation environment in which load balance for receiving and playing data
does not occur. However, due to the complexity of implementation, they usually
evaluate these methods using machine simulation. In actual environments, wait-
ing time is not always reduced by increasing the number of peers. To evaluate the
availability of P2P streaming systems, implementing a P2P streaming system is
important.

In this paper, by designing and implementing P2P streaming systems, we con-
sider situations in which our proposed system is effective. Since it can introduce
conventional scheduling methods, we can construct a delivery system based on
the type of clients.

The remainder of the paper is organized as follows. Related works are ex-
plained in Section 2. Our assumed P2P streaming systems are explained in
Section 3. Design and implementation are explained in Sections 4 and 5. The
system is evaluated in Section 6, and discussed in Section 7. Finally, we conclude
our paper in Section 8.

2 Related Works

Several P2P delivering methods have already been proposed [1, 2, 3]. In BitTor-
rent [4], clients receive from peers the divided data of each segment called a
piece. By providing a piece of data to other peers, clients can receive other data
from them. Provider peers whose available bandwidth is small can also deliver
data. Since many provider peers deliver popular content, many peers can receive
it on P2P networks.

Several P2P streaming methods have also been proposed [5, 6, 7]. Shah et al.
proposed a scheduling method to reduce waiting time [8], in which clients receive
the divided data of each segment called a piece from peers using BitTorrent.
We previously proposed a scheduling method to reduce waiting time in P2P
streaming called the “Waiting time Reduction for P2P Streaming (WRPS)”
method [9]. In this method, waiting time is effectively reduced by sequentially
receiving the first segment of data from a peer with large bandwidth. However,
WRPS does not suppose the case where a provider peer concurrently delivers
data to many request peers. Since the number of channels is reduced whose
available bandwidth is the same as the consumption rate, waiting time increases.

3 P2P Streaming

In this section, we explain P2P streaming systems.

3.1 Peer Configuration

Our assumed P2P network structure is shown in Figure 1. In P2P networks,
there are two types of peers: request and provider. In Figure 1, the request peer
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Fig. 1. Network structure in P2P streaming

is set in the center of the network and is connected to many provider peers. It
demands data and receives them from provider peers using the P2P network. The
request peer finishes receiving the initial part of the data and plays it. When the
request peer finishes receiving all the data, it becomes the provider peer. When
the request peer wants data from the provider peers, it receives data separated
into segments.

When the request peer receives a segment from provider peers, waiting time
occurs, so users often feel annoyed. Therefore, in P2P streaming, we need to
reduce the waiting time that occurs when receiving data.

3.2 Mechanism for Waiting Time Generation

In this subsection, we explain the mechanism for waiting time generation. In
conventional methods, since the request peer chooses provider peers randomly
to receive some parts of the data, waiting time increases based on the selected
provider peers. For example, when the request peer wants data from the provider
peers and receives segment Si+5j (j = 0, · · · , 19) by channel bi (i = 1, · · · , 5), the
delivery schedule is shown in Figure 2. The request peer is R1, and the available
bandwidth is 5.5 Mbps. Provider peers are P1, · · · , P5. The bandwidth of b1 is
2.0 Mbps, b2 is 1.4 Mbps, b3 is 0.9 Mbps, b4 is 0.6 Mbps, and b5 is 0.4 Mbps.
The data consumption rate is 5.0 Mbps. When the data are separated into n
segments, the separated segments are S1, · · · , Sn. When the total data size is 256
MB and the data size of each segment is 25.6 MB, n = 256/25.6 = 10. In Figure
2, when the provider peer receives S1 for b1, the waiting time is only the time
to receive S1, which is 256 × 8/(2.0× 1000) = 1.0 sec.

In P2P streaming, users may become annoyed when an interruption occurs
between the finishing time of a segment and the starting time of the next
segment. In Figure 2, when the request peer receives 22 segments, S3, S4, S5j

(j = 1, · · · , 20), it plays them with interruption. In this case, the total waiting
time is 59.4 sec.

In P2P streaming, clients must be able to play the data without interrup-
tions until the end. In conventional methods, waiting time is reduced based
on the available bandwidth of each provider peer. For example, in the WRPS
method [9], suppose the case where the request peer delivers data that are
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separated from 100 segments. The delivery schedule is shown in Figure 3. The
WRPS method reduces waiting time by sequentially receiving the first bit of
data from a peer with large bandwidth. In Figure 3, when the provider peer
receives S1 for b1, the waiting time is only the receiving time of S1, which is
256 × 8/(2.0 × 1000) = 1.0.

3.3 Definition of Simulation Environment

Our assumed simulation environment is summarized below:

– The process time for receiving data and playing them is zero.
– In the simulation environment, we evaluate the waiting time and the inter-

ruption time by the computation simulation.
– Waiting time is calculated by computation expression.

In the simulation environment, we do not consider the process time for receiving
data and playing them. In most P2P streaming methods, dividing the data into
more segments further reduces waiting time.

4 Design

In this research, we design a P2P streaming system called the “Content Delivery
System for P2P Streaming (DeSPerS)”. Its design details are given below.

4.1 Assumed Environment

Our assumed system environment is summarized below:

– The request peer receives data from one or more provider peers.
– Provider peers have all data segments.
– Bandwidth is stable while delivering data.
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4.2 System Configuration

In this subsection, we explain the details of the processes in DeSPerS. As shown
in Figure 1, a DeSPerS tracker plays the role of the server and manages the lists
of contents and peers in the P2P networks. The list of contents is composed of
a file name, a title, an abstract, a search tag, data size, and a list of the peers
with appropriate data. The list of peers is composed of an IP address, a port
number, and the available bandwidth of each peer.

DeSPerS uses P2P streaming in actual environments, where the following must
be considered: the interruption in playing data, the load balance in delivering
segments, and the overhead in receiving the data.

Interruption in playing data
In streaming delivery, since request peers can play data after receiving a given
amount of buffer size, we can reduce the waiting time compared to the download
type. In DeSPerS, the buffer size of the playing time of the data is 10 sec.

Load balance in delivering segment data
In P2P streaming, the size of each segment of data is set based on the software.
The data size in DeSPerS is 128 KBytes. When a provider peer delivers a large
amount of data at once, the delivery time using its available bandwidth becomes
long. In DeSPerS, the data size is shortened by delivering the data in segments.

Overhead for receiving the data
In DeSPerS, each peer is connected by TCP / IP. For delivering data, since the
provider peer appends a header to the data packet, the data size increases, and
delivering time becomes longer.

5 Implementation

We implemented a P2P streaming system based on the system design. A screen-
shot is shown in Figure 4. In our implementation, we use a WRPS method that
can easily construct a delivery schedule.
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Fig. 6. Number of provider peers and aver-
age waiting time
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The system configuration of DeSPerS is shown in Figure 5. To control the
available bandwidth of each provider peer, we used an artificial bandwidth con-
trol machine called FreeBSD Dummynet [10]. By setting the Dummynet between
the request and provider peers, the DeSPerS tracker can control the available
bandwidth of each provider peer based on the network configuration.

Depending on the P2P streaming system, network configuration in actual
environments can have many patterns. However, evaluating the performance of
our proposed system for all of these patterns is not realistic. Therefore, we used
a network configuration in which the DeSPerS tracker controls the available
bandwidth of each provider peer using a Dummynet. In this system, we used six
machines: one request peer, and five provider peers.

6 Evaluation

In this section, we evaluate the P2P streaming system.

6.1 Evaluation Environment

In our evaluation, the available bandwidth of each provider peer is 480, 400, 320,
240, and 160 kbps. We used the following data consumption rates: 350 kbps, 768
kbps, and 1.0 Mbps. The playing time of the data was 60 sec., and the data size
of each segment was 128 Kbytes. The request peer can play the data after it
finishes receiving the initial part, which is 10 sec. When there is no more data
in the buffer, the request peer stops playing them and waits until it finishes
receiving the data, which takes 10 sec. The data size of each segment is 128
KBytes.

6.2 Waiting Time

We calculated the average waiting time under different numbers of provider
peers. The result is shown in Figure 6. The horizontal axis is the number of
provider peers to which the request peer can connect. The vertical axis is the
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waiting time. To compare the simulation environment with the actual environ-
ment, we calculated the waiting time in each environment. “Actual” denotes
the waiting time under the actual environment, and “Simulation” denotes the
waiting time under the simulation environment.

In this graph, as the number of provider peers increases, waiting time is re-
duced because their available bandwidth increased. In the simulation environ-
ments, the delivery times of the header information are not considered. Since
network delay for delivering data does not occur, waiting time is shortened. For
example, when the number of provider peers is three, the waiting time under the
simulation and actual environment is 7.7 and 11.1 sec., respectively. The average
waiting time under the actual environment is 11.1/7.7 = 1.44 times compared
to the simulation environment.

6.3 Interruption Time

We calculated the interruption time under various numbers of provider peers.
The result is shown in Figure 7. The horizontal axis is the number of provider
peers to which the request peer can connect. The vertical axis is the interruption
time in Figure 7. In this graph, as the number of provider peers increases, inter-
ruption time is reduced. When the number of provider peers increases, since their
available bandwidth increases, the number of empty data in the buffer decreases.
Also, in Figure 7, when the consumption rate is 350 kbps, interruption time does
not occur because the provider peer whose available bandwidth is larger than
the consumption rate delivers the data.

7 Discussion

7.1 Effect of Interruption

When an interruption in playing data occurs, playing time increases. If the re-
quest peer finishes receiving the data before the starting time of playing it, it
can play all of the data without interruptions. In DeSPerS, we can play a piece
of data by buffering it for about 10 sec. of playing time. Therefore, when the
request peer finishes receiving all of the data within 60 + 10 = 70 sec., it can
play the data without interruptions until the end.

7.2 Scheduling Methods in DeSPerS

In the WRPS method, the delivery schedule is set before starting to receive
data. When the provider peer whose receiving rate is low delivers the next seg-
ment during the interruption, since an interruption might occurs, receiving time
increases, and the possibilities of an interruption occurring become higher.
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8 Conclusion

In this paper, we designed and implemented a P2P streaming system. Our pro-
posed system can introduce conventional scheduling methods, and we can con-
struct a delivering system based on the type of clients. Also, we considered these
points: interruption of playing data, load balance for delivering data, and over-
head for receiving them.

In the future, we will make implementations for client environments such as
prefetch and fast-forwarding. In addition, we need to compare WRPS with other
scheduling methods.
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