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Abstract. Semantic similarity models are a series of mathematical models for 
computing semantic similarity values among nodes in a semantic net. In this 
paper we reveal the paradox in the applications of these semantic similarity 
models in the field of information retrieval, which is that these models rely on a 
common prerequisite – the words of a user query must correspond to the nodes 
of a semantic net. In certain situations, this sort of correspondence can not be 
carried out, which invalidates the further working of these semantic similarity 
models. By means of two case studies, we analyze these issues. In addition, we 
discuss some possible solutions in order to address these issues. Conclusion and 
future works are drawn in the final section. 
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1   Introduction 

Semantic similarity models are a series of mathematical models for computing 
semantic similarity values among nodes in a semantic net [7]. These models are 
broadly applied in the field of information clustering and retrieval. For their 
applications in the field of information retrieval, a common characteristic of these 
models’ working procedures can be concluded as follows: 

• First of all one or more nodes in a semantic net (normally the component words 
of the query) are identified by the literal content of a user query. 

• Then the semantic similarity values of other nodes in the semantic net to these 
identified nodes are computed, and those semantically similar nodes are 
determined and returned based on the values and a threshold. 

 

Thus, the foundation of these theories is built upon the first group of nodes in a 
semantic net identified by a given user query. However, as a matter of fact, some user 
queries are ambiguous or over-particular, which do not have corresponding nodes in a 
semantic net. In other words, the first group of nodes in a semantic net cannot be 
identified by the user queries. Without the first group of nodes, the semantically 
similar nodes cannot be determined and returned. As can be seen from the above 
argument, there is a paradox in these semantic similarity measure models that these 
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modes could be invalid for the ambiguous or over-particular query situations. The 
objective of this paper is to introduce the paradox in detail.  

In the following sections, first of all, we will review the literature with regards to 
semantic nets and the applications of semantic similarity models in information 
retrieval. Next, by means of a case study, we will introduce the paradox of these 
models’ applications in information retrieval. Conclusion and future works are drawn 
in the final section. 

2   Related Works 

In the section, we briefly review the current literature with respect to semantic nets 
and semantic similarity models.  

2.1   Semantic Nets 

A semantic network (net) is a graphic notation for representing knowledge in patterns 
of interconnected nodes and arcs. It is a directed or undirected graph consisting of 
vertices, which represent concepts, and edges, which represent semantic relations 
between the concepts [8]. 

An example of a semantic network is WordNet©, a lexical database of English. It 
groups English words into sets of synonyms called synsets, provides short, general 
definitions, and records the various semantic relations between these synonym sets. 
Some of the most common semantic relations defined are meronymy (A is part of B, 
i.e. B has A as a part of itself), holonymy (B is part of A, i.e. A has B as a part of 
itself), hyponymy (or troponymy) (A is subordinate of B; A is kind of B), hypernymy 
(A is superordinate of B), synonymy (A denotes the same as B) and antonymy (A 
denotes the opposite of B). 

2.2   Semantic Similarity Models 

The semantic similarity models can be categorized into three main types – edge 
(distance)-based models, node (information content)-based models and hybrid 
models. 

 
Edge (Distance)-based Models. Edge-based model is based on the shortest path 
between two nodes in a definitional network, which is a type of hierarchical semantic 
net in which all nodes are linked with is-a relations. The model is based on the 
assumption that all nodes are evenly distributed and of similar densities and the 
distance between any two nodes are equal. It also can be applied to a network 
structure [6]. 

The definition is provided by Rada, which is described below: 
 
Let A and B be two concepts represented two nodes a and b, respectively, in an is-a 

semantic network. A measure of the conceptual distance between a and b is given by 

Distance ( , ) = minimum number of edges seperating  and A B a b  (1) 
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and the similarity between a and b is given by 

sim( , ) = 2 Max - Distance( , )A B A B×  (2) 

where Max is maximum depth of the definitional network. 
Leacock et al. [5] consider that the number of edges on the shortest path between 

two nodes should be normalized by the depth of a taxonomic structure [5], which are  

minimum number of edges seperating  and 
Distance ( , ) =  

2 Max

a b
A B

×
 (3) 

and the similarity between a and b is given by 

sim( , ) = -log Distance ( , )A B A B  (4) 

The model is based on the assumption that all nodes are evenly distributed and of 
similar densities and the distance between any two nodes are equal. Additionally, 
obviously, this model only can be used in a tree-like structure. 

For their applications in the field of information retrieval, a document and a query 
can be represented by two sets of concepts (nodes) respectively in a semantic 
network. Meanwhile, the query can be transformed into its Disjunctive Norm Form 
(DNF), which is a group of conjunctive concepts. Thus, the semantic similarity 
between the document and the query can be measured by computing the distance 
between the two set of nodes. 

The limitations of the edge-based models can be concluded as follows: 

• In normal taxonomic or ontological structure, the network density is not 
regular, which is opposite to the premise of distance-based approach (and);  

• The scope of the model only limits in definitional networks, which does not 
consider some link-types such as part-of, antonyms and so forth. 

Node (Information content)-based Model. Information content model is used to 
judge semantic similarity between concepts in a definitional network, based on 
measuring their similarity probabilities based on their information content. This 
model can avoid the defect of edge counting approach which cannot control variable 
distances in a dense definitional network [7]. 

The information shared by two concepts can be indicated by the concept which 
subsumes the two concepts in the taxonomy. Then we define 

1 21 2 ( , )( , ) max [ log P( )]c S c csim c c c∈= −  (5) 

Where, S(c1, c2) is the set of concepts that subsume both c1 and c2, and P(c) is the 
possibility of encountering an instance of concept c. 

Similar to the applications of the edge-based models in information retrieval, 
semantic similarity values between a document and a query also can be converted as 
the measure of two sets of nodes in a semantic net. 

The limitations of the node-based models can be concluded as follows: 

• It ignores the information that may be useful (and); 
• Many synonyms may have exaggerated content value (and); 
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• Due to the fact information content values are calculated for synsets as 
opposed to individual words, it is possible for the information content value 
to be over-exaggerated in situations, where synsets are made up of a number 
of commonly occurring ambiguous words 

Hybrid Model. Jiang et al. [2] developed a hybrid model that uses node-based theory 
to enhance the edge-based model, which also considers the factors of local density, 
node depth and link types [2]. The weight between a child c and its parent concept p 
can be measured as  

( ) 1
( , ) ( (1 ) )( ) ( ( ) ( )) ( , )

( ) ( )

E d p
wt c p IC c IC p T c p

E p d p
αβ β += + − −  (6) 

where d(p) is the depth of node p, E(p) is the number of edges in the child links, E  is 
the average density of the whole hierarchy, T(c, p) is the factor of link type, and α and 
β (α ≥ 0, 0 ≤ β ≤ 1) are the control parameters of the effect of node density and node 
depth towards the weight.  

The distance between two concepts is defined as follows: 

1 2 1 2

1 2
{ ( , ) ( , )}

Distance( , ) = ( , ( ))
c path c c LS c c

c c wt c p c
∈ −

∑  (7) 

where path(c1, c2) is the set that contains all the nodes in the shortest path from c1 to 
c2, and LS(c1, c2) is the lowest concept that subsume both c1 and c2. 

In some special cases such as only link type is considered as the factor of weight 
computing (α=0, β=1, and T(c, p) =1), the distance algorithm can be simplified as 

1 2 1 2 1 2Distance( , ) = IC( ) + IC( ) - 2 ( , )c c c c sim c c×  (8) 

where 1IC( ) = -log P( )c c , and 
1 21 2 ( , )( , ) max [- log P( )]c LS c csim c c c∈= . 

Finally, the similarity value between two concepts is measured by converting the 
semantic distance as follows: 

1 2 1 2Sim( , ) = 1 -  Distance( , )c c c c  (9) 

The testing results show that the parameter α and β do not heavily influence the 
weight computing [2]. The application of this hybrid model in information retrieval is 
similar to the edge-based models. 

It can be observed that the distance computing between two concepts double the 
information content difference value between their lowest subsumer and the two 
concepts. However, for instance, for two high level (low information content value) 
nodes, their lowest subsumer’s information content value may be slightly less than or 
equal to the nodes’ values, thus their computed distance is close to zero, and they can 
be regarded as similar. However, there is a possibility that the two high level concepts 
could be hugely different. In other words, the computing result could be contradictive 
to the fact. Therefore, the hybrid model could meet troubles when measuring the 
similarity between high level nodes, which can be considered as a defect of this 
model. In addition, as it is the integration of edge-based and node-based models, some 
defects of these models also appear in the hybrid model, such as exaggerated 
information content values of synonyms.  
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3   Case Study for Analysing the Paradox 

In this section, we will use two case studies to respectively introduce the invalidity of 
the semantic similarity models in the scenarios of query ambiguity and over-
particularness situation. We choose WordNet© as the semantic net environment. 

3.1   Case Study I – Query Word Sense Ambiguity   

Nissan® is a well-known Japanese automobile company name, and we want to 
retrieve the word’s meaning by WordNet© in this case study. Once we enter the 
query term “Nissan” into the WordNet© search engine, the search engine can return 
its glosses and synset relations. In this case, the synset relations include its direct 
hypernyms, inherited hypernyms and sister terms (Fig. 1). These relations are 
displayed as a tree-like structure where the “Nissan” node is the one of the tree’s 
leaves (because there are no direct hypernyms of the node), its sister terms are the 
other leaves of the tree which has same joint, and its inherited hypernyms are the 
branches connecting it to the tree’s trunk. Thus, these terms (nodes) and relations 
construct a semantic net together. In normal cases, the models mentioned above can 
be used for computing the semantic similarity values between the “Nissan” node and 
the other nodes in the semantic net. 

 

 

Fig. 1. Retrieved results of “Nissan” in WordNet© search engine 

However, the returned glosses of “Nissan” from WordNet© indicate that it is a 
religious word (Fig. 1). Obviously this is not the correct meaning of the word that we 
want to query. Thus, the user-queried “Nissan” node cannot be located in the semantic 
net. Furthermore, those models cannot be applied for finding semantically similar 
nodes without locating the user-queried node. 

The reason why this problem occurs is that there is an ambiguity between the word 
“Nissan” in the field of automobile and in the field of religion. Wordnet© only 
denotes the religious acceptation of “Nissan”, which results in the problem of node 
mislocation in the semantic net. 
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In conclusion, this case study illustrates that semantic similarity models cannot be 
applied for the situation when query words are ambiguous for semantic nets. 

3.2   Case Study II – Query Word Over-Particularness 

(Westringia) fruiticosa is a sort of Australia’s unique plant (Fig. 2). In this case study, 
we want to query the word “fruiticosa” in WordNet©. However, the return result shows 
that this word cannot be retrieved (Fig. 3). Similarly, the semantic similarity models 
cannot work in such situation. This is because the word “fruiticosa” is so particular that 
there is no record of this word stored in the WordNet© knowledge- base. 

 

 

Fig. 2. Interpretation of “fruiticosa” in Wikipedia® 

 

Fig. 3. Retrieved results of “fruiticosa” in WordNet© search engine 

Based on the above case studies, we analyse the paradox of semantic similarity 
models in two primary situations, which are query word ambiguity and over-
particularness. These situations contribute to the issue that these models cannot locate 
the first group of nodes in a semantic net and thus cannot proceed further. There is no 
methodology provided by the authors of these models to solve this issue. In the next 
section we will provide some possible solutions to this issue. 

4   Possible Solutions 

In this section, we will propose possible solutions for the issue of query word sense 
ambiguity and over-particularness. 
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4.1   Possible Solutions for Query Word Sense Ambiguity 

For the issue of query word sense ambiguity, the most popular approach is to use 
supervised machine learning approaches, which normally use pre-defined ontologies 
[4]. There are two possible solutions which can address this issue, as described below: 

• One possible solution is to use generic ontologies, which provides common 
senses of generic words. One significant instance is Cyc knowledge-base, 
which is a general-purpose repository of common sense concepts and facts 
[3]. Its application – OpenCyc stores over 47,000 concepts and over 306,000 
facts in its knowledge-base (www.opencyc.org). 

• Another possible solution is to use domain-specific ontologies, which 
provide senses for domain-specific terms. One example is Gene Ontology 
(GO), which uses ontology to annotate gene terms. Gene Ontology database 
stores over 20,000 terms in the genic field (www.geneontology.org). 

 
These ontologies can provide multiple senses for ambiguous query words in order 

to reduce the word sense ambiguity. By means of a question-answering module, user 
can choose the most appropriate sense of a query word, and thus correctly locate the 
first group of nodes in a semantic net. 

However, this methodology has limitations described below: 

• Most of these ontologies need to be manually created, which is a labour-
intensive and time consuming task and may not necessarily cover the 
ambiguous words in all domains [1]. 

• There could be no node in a semantic net that can match the user-selected 
sense. For instance, in our first case study, although user can choose an 
appropriate sense of “Nissan” – an automobile company’s name from an 
ontology, WordNet© cannot return the relevant result due to the fact that the 
sense is not stored in its knowledge-base. 

4.2   Possible Solutions for Query Word Over-Particularness 

For the issue of query word over-particularness, the possible solution could be to use 
online dictionaries to enrich semantic nets’ content. There are two approaches below: 

• One possible solution is to use online dictionary APIs to find synonyms for 
over-particular query words. Then the synonyms are matched with words in 
semantic nets. 

• Another possible solution is to use online dictionary to manually enlarge the 
glossary volume of semantic nets. 

 

Obviously the first approach is more cost-saving. However, it is found that most 
online dictionaries do not provide their APIs. Therefore, the first approach may not be 
feasible during implementation. 

5   Conclusions and Further Works 

In this paper, we point out and discuss the existing paradox (research issues) in the 
applications of the semantic similarity models in the field of information retrieval. It 
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is observed that the process of these models involves two common steps: firstly, the 
nodes which correspond to a user query are located; then the models start to work and 
compute the semantic similarity values between these identified nodes and other 
nodes in a semantic net. Thus, locating nodes corresponding to the query word is a 
pre-requisite of these models. However, as pointed out in this paper, in certain 
scenarios the process of locating the corresponding nodes to the user query cannot be 
carried out, and thus the semantic similarity models cannot process further. In order to 
shed further light on this paradox, we review the three main categories of the semantic 
similarity models, which are edge (distance)-based models, node (information 
content)-based models and hybrid models. For each category of these models, we 
survey their applications and analyze their limitations in the field of information 
retrieval. Next, we use two case studies to illustrate the issues in detail – query word 
sense ambiguity and query word over-particularness which trouble the semantic 
similarity models. The two case studies are implemented in WordNet© – a typical 
semantic net environment. In the first case study, we use a query word which can be 
located but cannot be disambiguated by WordNet©. Due to this reason that the query 
word’s sense cannot be disambiguated, as a result of which, the semantic similarity 
models could calculate wrong semantic similarity scores. In the second case study, we 
use a query word which is not stored in the WordNet© knowledge-base. These 
models cannot work further without node locating.  

We discuss several possible solutions for the two issues. For solving the query 
word sense ambiguity, supervised machine leaning approaches with ontologoies are 
popular. For solving query word over-particularness, online dictionaries could be used 
to address this issue. However, by means of detailed analysis, we found that every 
solution has its own limitations, which cannot ultimately solve the two issues. 
Therefore, we assert that in order to solve this paradox further and deep research 
needs to be carried out in the field of semantic similarity models and semantic nets. 
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