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Abstract. Game-theoretic analyses of distributed and peer-to-peer systems typ-
ically use the Nash equilibrium solution concept, but this explicitly excludes the
possibility of strategic behavior involving more than one agent. We examine the
effects of two types of strategic behavior involving more than one agent, sybils
and collusion, in the context of scrip systems where agents provide each other
with service in exchange for scrip. Sybils make an agent more likely to be chosen
to provide service, which generally makes it harder for agents without sybils to
earn money and decreases social welfare. Surprisingly, in certain circumstances
it is possible for sybils to make all agents better off. While collusion is generally
bad, in the context of scrip systems it actually tends to make all agents better off,
not merely those who collude. These results also provide insight into the effects
of allowing agents to advertise and loan money.

1 Introduction

Studies of filesharing networks have shown that more than half of participants share
no files [1,11]. Creating a currency with which users can get paid for the service they
provide gives users an incentive to contribute. Not surprisingly, scrip systems have often
been proposed to prevent such free-riding, as well as to address resource-allocation
problems more broadly. For example, KARMA used scrip to prevent free riding in P2P
networks [17] and Mirage [4] and Egg [3] use scrip to allocate resources in a wireless
sensor network testbed and a grid respectively.

Chun et al. [16] studied user behavior in a deployed scrip system and observed that
users tried various (rational) manipulations of the auction mechanism used by the sys-
tem. Their observations suggest that system designers will have to deal with game-
theoretic concerns. Game-theoretic analyses of scrip systems (e.g., [2,8,10,14]) have
focused on Nash equilibrium. However, because Nash equilibrium explicitly excludes
strategic behavior involving more than one agent, it cannot deal with many of the con-
cerns of systems designers. One obvious concern is collusion among sets of agents, but
there are more subtle concerns. In a P2P network, it is typically easy for an agent to
join the system under a number of different identities, and then mount what has been
called a sybil attack [7]. While these concerns are by now well understood, their im-
pact on a Nash equilibrium is not, although there has been some work on the effects of
multiple identities in auctions [19]. In this paper we examine the effects of sybils and
collusion on scrip systems. We show that if such strategic behavior is not taken into
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account, the performance of the system can be significantly degraded; indeed the scrip
system can fail in such a way that all agents even stop providing service entirely. Per-
haps more surprisingly, there are circumstances where sybils and collusion can improve
social welfare. Understanding the circumstances that lead to these different outcomes
is essential to the design of stable and efficient scrip systems.

In scrip systems where each new user is given an initial amount of scrip, there is
an obvious benefit to creating sybils. Even if this incentive is removed, sybils are still
useful: they can be used to increase the likelihood that an agent will be asked to provide
service, which makes it easier for him to earn money. This means that, in equilibrium,
those agents who have sybils will tend to spend less time without money and those who
do not will tend to spend more time without money, relative to the distribution of money
if no one had sybils. This increases the utility of sybilling agents at the expense of non-
sybilling agents. The overall effect is such that, if a large fraction of the agents have
sybils (even if each has only a few), agents without sybils typically will do poorly. From
the perspective of an agent considering creating sybils, the first few sybils can provide
him with a significant benefit, but the benefits of additional sybils rapidly diminish. So
if a designer can make sybilling moderately costly, the number of sybils actually created
by rational agents will usually be relatively small.

If a small fraction of agents have sybils, the situation is more subtle. Agents with
sybils still do better than those without, but the situation is not zero-sum. In particu-
lar, changes in the distribution of money can actually lead to a greater total number
of opportunities to earn money. This, in turn, can result in an increase in social wel-
fare: everyone is better off. However, exploiting this fact is generally not desirable. The
same process that leads to an improvement in social welfare can also lead to a crash of
the system, where all agents stop providing service. The system designer can achieve
the same effects by increasing the average amount of money or biasing the volunteer
selection process, so exploiting the possibility of sybils is generally not desirable.

Sybils create their effects by increasing the likelihood that an agent will be asked
to provide service; our analysis of them does not depend on why this increase occurs.
Thus, our analysis also applies to other factors that increase demand for an agent’s
services, such as advertising. In particular, our results suggest that there are tradeoffs
involved in allowing advertising. For example, many systems allow agents to announce
their connection speed and other similar factors. If this biases requests towards agents
with high connection speeds even when agents with lower connection speeds are per-
fectly capable of satisfying a particular request, then agents with low connection speeds
will have a significantly worse experience in the system. This also means that such
agents will have a strong incentive to lie about their connection speed.

While collusion in generally a bad thing, in the context of scrip systems with fixed
prices, it is almost entirely positive. Without collusion, if a user runs out of money he
is unable to request service until he is able to earn some. However, a colluding group
can pool there money so that all members can make a request whenever the group as
a whole has some money. This increases welfare for the agents who collude because
agents who have no money receive no service.

Furthermore, collusion tends to benefit the non-colluding agents as well. Since col-
luding agents work less often, it is easier for everyone to earn money, which ends up
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making everyone better off. However, as with sybils, collusion does have the potential
of crashing the system if the average amount of money is high.

While a designer should generally encourage collusion, we would expect that in
most systems there will be relatively little collusion and what collusion exists will in-
volve small numbers of agents. After all, scrip systems exist to try and resolve resource-
allocation problems where agents are competing with each other. If they could collude
to optimally allocate resources within the group, they would not need a scrip system
in the first place. However, many of the benefits of collusion come from agents being
allowed to effectively have a negative amount of money (by borrowing from their col-
lusive partners). These benefits could also be realized if agents are allowed to borrow
money, so designing a loan mechanism could be an important improvement for a scrip
system. Of course, implementing such a loan mechanism in a way that prevents abuse
requires a careful design.

2 Model

Our model of a scrip system is essentially that of [14]. There are n agents in the system.
One agent can request a service which another agent can volunteer to fulfill. When a
service is performed by agent j for agent i, agent i derives some utility from having
that service performed, while agent j loses some utility for performing it. The amount
of utility gained by having a service performed and the amount lost by performing it
may depend on the agent. We assume that agents have a type t drawn from some finite
set T of types. We can describe the entire system using the tuple (T, f , n, m), where ft

is the fraction with type t, n is the total number of agents, and m is the average amount
of money per agent. In this paper, we consider only standard agents, whose type we
can characterize by a tuple t = (αt, βt, γt, δt, ρt, χt), where

– αt reflects the cost of satisfying a request;
– βt is the probability that the agent can satisfy a request
– γt measures the utility an agent gains for having a request satisfied;
– δt is the rate at which the agents discounts utility (so a unit of utility in k steps is

worth only δ
k/n
t as much as a unit of utility now)—intuitively, δt is a measure of

an agent’s patience (the larger δt the more patient an agent is, since a unit of utility
tomorrow is worth almost as much as a unit today);

– ρt represents the (relative) request rate (since not all agents make requests at the
same rate)—intuitively, ρt characterizes an agent’s need for service; and

– χt represents the relative likelihood of being chosen to satisfy a request. This might
be because, for example, agents with better connection speeds are preferred.

The parameter χt did not appear in [14]; otherwise the definition of a type is identical
to that of [14].

We model the system as running for an infinite number of rounds. In each round,
an agent is picked with probability proportional to ρt to request service: a particular
agent of type t is chosen with probability ρt/

∑
t′ ft′nρt′ . Receiving service costs some

amount of scrip that we normalize to $1. If the chosen agent does not have enough scrip,
nothing will happen in this round. Otherwise, each agent of type t is able to satisfy this
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request with probability βt, independent of previous behavior. If at least one agent is
able and willing to satisfy the request, and the requester has type t′, then the requester
gets a benefit of γt′ utils (the job is done) and one of the volunteers is chosen at random
(weighted by the χt) to fulfill the request. If the chosen volunteer has type t, then that
agent loses αt utils, and receives a dollar as payment. The utility of all other agents
is unchanged in that round. The total utility of an agent is the discounted sum of the
agent’s round utilities. To model the fact that requests will happen more frequently the
more agents there are, we assume that the time between rounds is 1/n. This captures
the intuition that things are really happening in parallel and that adding more agents
should not change an agent’s request rate.

In our previous work [8,14], we proved a number of results about this model:

– There is an (ε-) Nash equilibrium where each agent chooses a threshold k and
volunteers to work only when he has less than k dollars. For this equilibrium, an
agent needs no knowledge about other agents, as long as he knows how often he
will make a request and how often he will be chosen to work (both of which he can
determine empirically).

– Social welfare is essentially proportional to the average number of agents who have
money, which in turn is determined by the types of agents and the average amount
of money the agents in the system have.

– Social welfare increases as the average amount of money increases, up to a certain
point. Beyond that point, the system “crashes”: the only equilibrium is the trivial
equilibrium where all agents have threshold 0.

Our proofs of these results relied on the assumption that all types of agents shared
common values of β, χ, and ρ. To model sybils and collusion, we need to remove this
assumption. The purpose of the assumption was to make each agent equally likely to
be chosen at each step, which allows entropy to be used to determine the likelihood of
various outcomes, just as in statistical mechanics [12]. When the underlying distribu-
tion is no longer uniform, entropy is no longer sufficient to analyze the situation, but, as
we show here, relative entropy [5] (which can be viewed as a generalization of entropy
to allow non-uniform underlying distributions) can be used instead. The essential con-
nection is that where entropy can be interpreted as a measure of the number of ways a
distribution can be realized, relative entropy can be interpreted as a weighted measure
where some outcomes are more likely to be seen than others. While this connection
is well understood and has been used to derive similar results for independent random
variables [6], we believe that our application of the technique to a situation where the
underlying random variables are not independent is novel and perhaps of independent
interest. Using relative entropy, all our previous results can be extended to the general
case. The details of this extension are omitted for space, but are available in the full
version [13].

This model does make a number of simplifying assumptions, but many can be re-
laxed without changing the fundamental behavior of the system (albeit at the cost of
greater strategic and analytic complexity). For example, rather than all requests having
the same value γ, the value of a request might be stochastic. This would mean that an
agent may forgo a low-valued request if he is low on money. This fact may impact the
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threshold he chooses and introduces new decisions about which requests to make, but
the overall behavior of the system will be essentially unchanged.

A more significant assumption is that prices are fixed. However, our results provide
insight even if we relax this assumption. With variable prices, the behavior of the sys-
tem depends on the value of β. For large β, where there are a significant number of
volunteers to satisfy most requests, we expect the resulting competition to effectively
produce a fixed price, so our analysis applies directly. For small β, where there are few
volunteers for each request, variable prices can have a significant impact. In particu-
lar, sybils and collusion are more likely to result in inflation or deflation rather than a
change in utility.

However, allowing prices to be set endogenously, by bidding, has a number of negative
consequences. For one thing, it removes the ability of the system designer to optimize the
system using monetary policy. In addition, for small β, it makes it possible for colluding
agents to form a cartel to fix prices on a resource they control. It also greatly increases
the strategic complexity of using the system: rather than choosing a single threshold,
agents need an entire pricing scheme. Finally, the search costs and costs of executing a
transaction are likely to be higher with variable prices. Thus, in many cases we believe
that adopting a fixed price or a small set of fixed prices is a reasonable design decision.

3 Sybils

Unless identities in a system are tied to a real world identity (for example by a credit
card), it is effectively impossible to prevent a single agent from having multiple identi-
ties [7]. Nevertheless, there are a number of techniques that can make it relatively costly
for an agent to do so. For example, Credence uses cryptographic puzzles to impose a
cost each time a new identity wishes to join the system [18]. Given that a designer can
impose moderate costs to sybilling, how much more need she worry about the problem?
In this section, we show that the gains from creating sybils when others do not diminish
rapidly, so modest costs may well be sufficient to deter sybilling by typical users. How-
ever, sybilling is a self-reinforcing phenomenon. As the number of agents with sybils
gets larger, the cost to being a non-sybilling agent increases and so the incentive to
create sybils becomes stronger. Therefore measures to discourage or prevent sybilling
should be taken early before this reinforcing trend can start. Finally, we examine the be-
havior of systems where only a small fraction of agents have sybils. We show that under
these circumstances a wide variety of outcomes are possible (even when all agents are
of a single type), ranging from a crash (where no service is provided) to an increase in
social welfare. This analysis provides insight into the tradeoffs between efficiency and
stability that occur when controlling the money supply of the system’s economy.

When an agent of type t creates sybils, he does not change anything about himself
but rather how other agents percieve him. Thus the only change to his type might be an
increase in χt if sybils cause other agents to choose him more often. We assume that
each sybil is as likely to be chosen as the original agent, so creating s sybils increases χt

by sχt. (Sybils may have other impacts on the system, such as increased search costs,
but we expect these to be minor.) The amount of benefit he derives from this depends
on two probabilities: pe (the probability he will earn a dollar this round if he volunteers)
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and ps (the probability he will be chosen to spend a dollar and there is another agent
willing and able to satisfy his request). When pe < ps, the agent has more opportunities
to spend money than to earn money, so he will regularly have requests go unsatisfied
due to a lack of money. In this case, the fraction of requests he has satisfied is roughly
pe/ps, so increasing pe results in a roughly linear increase in utility. When pe is close
to ps, the increase in satisfied requests is no longer linear, so the benefit of increasing
pe begins to diminish. Finally, when pe > ps, most of the agent’s requests are being
satisfied so the benefit from increasing pe is very small. Figure 1 illustrates an agent’s
utility as pe varies for ps = .0001.1 We formalize the relationship between pe, ps, and
utility in the following theorem.

Theorem 1. Let ps be the probability that a particular agent is chosen to make a re-
quest in a given round and there is some other agent willing and able to satisfy it, pe be
the probability that the agent earns a dollar given that he volunteers, r = pe/ps, and
k be the agent’s strategy (i.e., threshold). In the limit as the number of rounds goes to
infinity, the fraction of the agent’s requests that have an agent willing and able to satisfy
them that get satisfied is (r − rk+1)/(1 − rk+1) if r �= 1 and k/(k + 1) if r = 1.

Proof. Since we consider only requests that have another agent willing and able to sat-
isfy them, the request is satisfied whenever the agent has a non-zero amount of money.
Since we have a fixed strategy and probabilities, consider the Markov chain whose states
are the amount of money the agent has and the transitions describe the probability of
the agent changing from one amount of money to another. This Markov chain satisfies
the requirements to have a stationary distribution and it can be easily verified that the
distribution gives the agent probability ri(1−r)/(1−rk+1) of having i dollars if r �= 1
and probability 1/(k+1) if r = 1 [5]. This gives the probabilities given in the theorem.

Theorem 1 also gives insight into the equilibrium behavior with sybils. Clearly, if sybils
have no cost, then creating as many as possible is a dominant strategy. However, in
practice, we expect there is some modest overhead involved in creating and maintaining
a sybil, and that a designer can take steps to increase this cost without unduly burdening
agents. With such a cost, adding a sybil might be valuable if pe is much less than ps,
and a net loss otherwise. This makes sybils a self-reinforcing phenomenon. When a
large number of agents create sybils, agents with no sybils have their pe significantly
decreased. This makes them much worse off and makes sybils much more attractive to
them. Figure 2 shows an example of this effect. This self-reinforcing quality means it is
important to take steps to discourage the use of sybils before they become a problem.
Luckily, Theorem 1 also suggests that a modest cost to create sybils will often be enough
to prevent agents from creating them because with a well chosen value of m, few agents
should have low values of pe.

We have interpreted Figures 1 and 2 as being about changes in χ due to sybils, but the
results hold regardless of what caused differences in χ. For example, agents may choose

1 Except where otherwise noted, this and other figures assume that m = 4, n = 10000 and
there is a single type of rational agent with α = .08, β = .01, γ = 1, δ = .97, ρ = 1, and
χ = 1. These values are chosen solely for illustration, and are representative of a broad range
of parameter values. The figures are based on calculations of the equilibrium behavior. The
algorithm used to find the equilibrium is described in [14].
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Fig. 2. The effect of sybils on utility

a volunteer based on characteristics such as connection speed or latency. If these char-
acteristics are difficult to verify and do impact decisions, our results show that agents
have a strong incentive to lie about them. This also suggests that the decision about
what sort of information the system should enable agents to share involves tradeoffs. If
advertising legitimately allows agents to find better service or more services they may
be interested in, then advertising can increase social welfare. But if these characteris-
tics impact decisions but have little impact on the actual service, then allowing agents
to advertise them can lead to a situation like that in Figure 2, where some agents have a
significantly worse experience.

We have seen that when a large fraction of agents have sybils, those agents without
sybils tend to be starved of opportunities to work. However, as we saw in Figure 2,
when a small fraction of agents have sybils this effect (and its corresponding cost) is
small. Surprisingly, if there are few agents with sybils, an increase in the number of
sybils these agents have can actually result in a decrease of their effect on the other
agents. Because agents with sybils are more likely to be chosen to satisfy any particu-
lar request, they are able to use lower thresholds and reach those thresholds faster than
they would without sybils, so fewer are competing to satisfy any given request. Fur-
thermore, since agents with sybils can almost always pay to make a request, they can
provide more opportunities for other agents to satisfy requests and earn money. Social
welfare is essentially proportional to the number of satisfied requests (and is exactly
proportional to it if everyone shares the same values of α and γ), so a small number
of agents with a large number of sybils can improve social welfare, as Figure 3 shows.
Note that this is not necessarily a Pareto improvement. For the choice of parameters in
this example, social welfare increases when the agents create at least two sybils, but
agents without sybils are worse off unless the agents with sybils create at least eight
sybils. As the number of agents with sybils increases, they are forced to start compet-
ing with each other for opportunities to earn money and so are forced to adopt higher
thresholds and this benefit disappears. This is what causes the discontinuity in Figure 2
when approximately a third of the agents have sybils.
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Fig. 3. Sybils can improve utility
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This observation about the discontinuity also suggests another way to mitigate the
negative effects of sybils: increase the amount of money in the system. This effect can
be seen in Figure 4, where for m = 2 social welfare is very low with sybils but by
m = 4 it is higher than it would be without sybils.

Unfortunately, increasing the average amount of money has its own problems. Recall
from Section 2 that, if the average amount of money per agent is too high, the system
will crash. It turns out that just a small number of agents creating sybils can have the
same effect, as Figure 4 shows. With no sybils, the point at which social welfare stops
increasing and the system crashes is between m = 10.25 and m = 10.5. If one fifth
of the agents each create a single sybil, the system crashes if m = 9.5, a point where,
without sybils, the social welfare was near optimal. Thus, if the system designer tries
to induce optimal behavior without taking sybils into account, the system will crash.
Moreover, because of the possibility of a crash, raising m to tolerate more sybils is
effective only if m was already set conservatively.

This example shows that there is a significant tradeoff between efficiency and sta-
bility. Setting the money supply high can increase social welfare, but at the price of
making the system less stable. Moreover, as the following theorem shows, whatever ef-
ficiencies can be achieved with sybils can be achieved without them, at least if there is
only one type of agent. The theorem does require a technical condition similar in spirit
to N -replica economies [15] to rule out transient equilibria that exist only for limited
values of n. In our results, we are interested in systems (T, f , n, m) where T , f , and m
are fixed, but n varies. This leads to a small technical problem: there are values of n for
which f cannot be the fraction of agents of each type nor can m be the average amount
of money (since, for example, m must be a multiple of 1/n). This technical concern can
be remedied in a variety of ways; the approach we adopt is one used in the literature on
N -replica economies.

Definition 1. A strategy profile k is an asymptotic equilibrium for a system (T, f , n, m)
if for all n′ such that n′ = cn for integer c > 0, k is a Nash equilibrium for (T, f, n′, m).
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Consider a system where all agents have the same type t. Suppose that some subset
of the agents have created sybils, and all the agents in the subset have created the
same number of sybils. We can model this by simply taking the agents in the subsets to
have a new type s, which is identical to t except that the value of χ increases. Thus, we
state our results in terms of systems with two types of agents, t and s.

Theorem 2. Suppose that t and s are two types that agree except for the value of χ,
and that χt < χs. If (kt, ks) is an asymptotic equilibrium for ({t, s}, f , m) with social
welfare x, then there exists an m′ and n′ such that (ks) is an asymptotic equilibrium
for ({t}, {1}, n′, m′) with social welfare at least x.

Proof. We show this by finding an m′ such that agents in the second system that play
some strategy k get essentially the same utility that an agent with sybils would by play-
ing that strategy in the first system. Since ks was the optimal strategy for agents with
sybils in the first system, it must be optimal in the second system as well. Since agents
with sybils have greater utility than those without (they could always avoid volunteer-
ing some fraction of the time to effectively lower χs), social welfare will be at least as
high in the second system as in the first.

Once strategies are fixed, an agent’s utility depends only on αt, γt, δt, ps, and pe. The
first three are constants. Because the equilibrium is asymptotic, for sufficiently large cn,
almost every request by an agent with money is satisfied (the expected number of agents
wishing to volunteer is a constant fraction of cn). Therefore, ps is essentially 1/cn, his
probability of being chosen to make a request. With fixed strategies, any value of pe

between 0 and βt can be achieved by taking the appropriate m′. Take m′ such that, if
every agent in the second system plays ks, the resulting pe will be the same as the agents
with sybils had in the original equilibrium. Note that ps may decrease slightly because
fewer agents will be willing to volunteer, but we can take n′ = cn for sufficiently large
c to make this decrease arbitrarily small.

The analogous result for systems with more than one type of agent is not true. Consider
the situation shown in Figure 2, where forty percent of the agents have two sybils. With
this population, social welfare is lower than if no agents had sybils. However, the same
population could be interpreted simply as having two different types, one of whom is
naturally more likely to be chosen to satisfy a request. In this situation, if the agents less
likely to be chosen created exactly two sybils each, the each agent would then be equally
likely to be chosen and social welfare would increase. While changing m can change
the relative quality of the two situations, a careful analysis of the proof of Theorem 2
shows that, when each population is compared using its optimal value of m, social
welfare is greater with sybils. While situations like this show that it is theoretically
possible for sybils to increase social welfare beyond what is possible by adjusting the
average amount of money, this outcome seems unlikely in practice. It relies on agents
creating just the right number of sybils. For situations where such a precise use of sybils
would lead to a significant increase in social welfare, a designer could instead improve
social welfare by biasing the algorithm agents use for selecting which volunteer will
satisfy the request.
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4 Collusion

Agents that collude gain two major benefits. The primary benefit is that they can share
money, which simultaneously makes them less likely to run out of money and be unable
to make a request and allows them to pursue a joint strategy for determining when to
work. The secondary benefit, but important in particular for larger collusive groups,
is that they can satisfy each other’s requests. The effects of collusion on the rest of
the system depend crucially on whether agents are able to volunteer to satisfy requests
when they personally cannot satisfy the request but one of their colluding partners can.
In a system where a request is for computation, it seems relatively straightforward for
an agent to pass the computation to a partner to perform and then pass the answer
back to the requester. On the other hand, if a request is a piece of a file it seems less
plausible that an agent would accept a download from someone other than the person
he expects and it seems wasteful to have the chosen volunteer download it for the sole
purpose of immediately uploading it. If it is possible for colluders to pass off requests
in this fashion, they are able to effectively act as sybils for each other, with all the
consequences we discussed in Section 3. However, if agents can volunteer only for
requests they can personally satisfy, the effects of collusion are almost entirely positive.

Since we have already discussed the consequences of sybils, we will assume that
agents are able to volunteer only to satisfy requests that they personally can satisfy.
Furthermore, we make the simplifying assumption that agents that collude are of the
same type, because if agents of different types collude their strategic decisions become
more complicated. For example, once the colluding group has accumulated a certain
amount of money it may wish to have only members with small values of α volunteer
to satisfy requests. Or when it is low on money it may wish to deny use of money to
members with low values of γ. This results in strategies that involve sets of thresholds
rather than a single threshold, and while nothing seems fundamentally different about
the situation, it makes calculations significantly more difficult.

With these assumptions, we now examine how colluding agents will behave. Be-
cause colluding agents share money and types, it is irrelevant which members actually
perform work and have money. All that matters is the total amount of money the group
has. This means that when the group needs money, everyone in the group volunteers
for a job. Otherwise no one does. Thus, the group essentially acts like a single agent,
using a threshold which will be somewhat less than the sum of the thresholds that the
individual agents would have used, because it is less likely that c agents will make ck
requests in rapid succession than a single agent making k. Furthermore, some requests
will not require scrip at all because they can potentially be satisfied by other members
of the colluding group. When deciding whether the group should satisfy a member’s
request or ask for an outside volunteer to fulfill it, the group must decide whether it
should pay a cost of α to avoid spending a dollar. Since not spending a dollar is effec-
tively the same as earning a dollar, the decision is already optimized by the threshold
strategy; the group should always attempt to satisfy a request internally unless it is in a
temporary situation where the group is above its threshold.

Figure 5 shows an example of the effects of collusion on agents’ utilities as the size of
collusive groups increases. As this figure suggests, the effects typically go through three
phases. Initially, the fraction of requests colluders satisfy for each other is small. This
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Fig. 5. The effect of collusion on utility

means that each collusive group must work for others to pay for almost every request
its members make. However, since they share money, the colluders do not have to work
as often as individuals would. Thus, other agents have more opportunity to work, and
every agent’s pe increases, making all agents better off.

As the number of colluders increases, the fraction of requests they satisfy internally
grows significant. We can think of ps as decreasing in this case, and view these requests
as being satisfied “outside” the scrip system because no scrip changes hands. This is
good for colluders, but is bad for other agents whose pe is lower since fewer requests
are being made. Even in this range, non-colluding agents still tend to be better off than if
there were no colluders because the overall competition for opportunities to work is still
lower. Finally, once the collusive group is large enough, it will have a low ps relative
to pe. This means the collusive group can use a very low threshold which again begins
improving utility for all agents. Since collusion is difficult to maintain (the problem of
incentivizing agents to contribute is the whole point of using scrip), we would expect
the size of collusive groups seen in practice to be relatively small. Therefore, we expect
that for most systems collusion will be Pareto improving. Note that, as with sybils,
this decreased competition can also lead to a crash. However, if the system designer
is monitoring the system and encouraging and expecting collusion she can reduce m
appropriately and prevent a crash.

These results also suggest that creating the ability to take out loans (with an appropri-
ate interest rate) is likely to be beneficial. Loans gain the benefits of reduced competition
without the accompanying cost of fewer requests being made in the system. However,
implementing a loan mechanism requires addressing a number of other incentive prob-
lems. For example, whitewashing, where agents take on a new identity (in this case to
escape debts) needs to be prevented [9].

Acknowledgements. EF, IK, and JH are supported in part by NSF grant ITR-0325453.
JH is also supported in part by NSF grant IIS-0812045 and by AFOSR grants FA9550-
08-1-0438 and FA9550-05-1-0055. EF is also supported in part by NSF grant CDI-
0835706.



24 I.A. Kash, E.J. Friedman, and J.Y. Halpern

References

1. Adar, E., Huberman, B.A.: Free riding on Gnutella. First Monday 5(10) (2000)
2. Aperjis, C., Johari, R.: A peer-to-peer system as an exchange economy. In: GameNets 2006:

Proceeding from the 2006 Workshop on Game Theory for Communications and Networks,
p. 10 (2006)

3. Brunelle, J., Hurst, P., Huth, J., Kang, L., Ng, C., Parkes, D., Seltzer, M., Shank, J., Youssef,
S.: Egg: An extensible and economics-inspired open grid computing platform. In: Third
Workshop on Grid Economics and Business Models (GECON), pp. 140–150 (2006)

4. Chun, B., Buonadonna, P., AuYung, A., Ng, C., Parkes, D., Schneidman, J., Snoeren, A.,
Vahdat, A.: Mirage: A microeconomic resource allocation system for sensornet testbeds. In:
Second IEEE Workshop on Embedded Networked Sensors, pp. 19–28 (2005)

5. Cover, T., Thomas, J.: Elements of Information Theory. John Wiley & Sons, Inc., New York
(1991)

6. Csiszár, I.: Sanov propery, generalized i-projection and a conditional limit theorem. The
Annals of Probability 12(3), 768–793 (1984)

7. Douceur, J.R.: The sybil attack. In: Druschel, P., Kaashoek, M.F., Rowstron, A. (eds.) IPTPS
2002. LNCS, vol. 2429, pp. 251–260. Springer, Heidelberg (2002)

8. Friedman, E.J., Halpern, J.Y., Kash, I.A.: Efficiency and Nash equilibria in a scrip system
for P2P networks. In: Proc. Seventh ACM Conference on Electronic Commerce (EC), pp.
140–149 (2006)

9. Friedman, E.J., Resnick, P.: The social cost of cheap pseudonyms. Journal of Economics and
Management Strategy 10(2), 173–199 (2001)

10. Hens, T., Schenk-Hoppe, K.R., Vogt, B.: The great Capitol Hill baby sitting co-op: Anecdote
or evidence for the optimum quantity of money? J. of Money, Credit and Banking 9(6),
1305–1333 (2007)

11. Hughes, D., Coulson, G., Walkerdine, J.: Free riding on Gnutella revisited: The bell tolls?
IEEE Distributed Systems Online 6(6) (2005)

12. Jaynes, E.T.: Where do we stand on maximum entropy? In: Levine, R.D., Tribus, M. (eds.)
The Maximum Entropy Formalism, pp. 15–118. MIT Press, Cambridge (1978)

13. Kash, I.A., Friedman, E.J., Halpern, J.Y.: Manipulating scrip systems: Sybils and collusion.
arXiv:0903.2278v1

14. Kash, I.A., Friedman, E.J., Halpern, J.Y.: Optimizing scrip systems: Efficiency, crashes,
hoarders and altruists. In: Proc. Eighth ACM Conference on Electronic Commerce (EC),
pp. 305–315 (2007)

15. Mas-Colell, A., Whinston, M.D., Green, J.R.: Microeconomic Theory. Oxford University
Press, Oxford (1995)

16. Ng, C., Buonadonna, P., Chun, B., Snoeren, A., Vahdat, A.: Addressing strategic behavior in
a deployed microeconomic resource allocator. In: Third Workshop on Economics of Peer-to-
Peer Systems (P2PECON), pp. 99–104 (2005)

17. Vishnumurthy, V., Chandrakumar, S., Sirer, E.G.: KARMA: a secure economic framework
for peer-to-peer resource sharing. In: First Workshop on Economics of Peer-to-Peer Systems
(P2PECON) (2003)

18. Walsh, K., Sirer, E.G.: Experience with an object reputation system for peer-to-peer file-
sharing. In: Third Symp. on Network Systems Design & Implementation (NSDI), pp. 1–14
(2006)

19. Yokoo, M., Sakurai, Y., Matsubara, S.: The effect of false-name bids in combinatorial auc-
tions: new fraud in internet auctions. Games and Economic Behavior 46(1), 174–188 (2004)


	Manipulating Scrip Systems: Sybils and Collusion
	Introduction
	Model
	Sybils
	Collusion



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated v2 300% \050ECI\051)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /Warning
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /Warning
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 600
  /MonoImageMinResolutionPolicy /Warning
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c006500720020003700200061006e006400200038002e000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006f006e006c0069006e0065002e000d0028006300290020003200300030003800200053007000720069006e006700650072002d005600650072006c0061006700200047006d006200480020000d000d0054006800650020006c00610074006500730074002000760065007200730069006f006e002000630061006e00200062006500200064006f0077006e006c006f006100640065006400200061007400200068007400740070003a002f002f00700072006f00640075006300740069006f006e002e0073007000720069006e006700650072002e0063006f006d000d0054006800650072006500200079006f0075002000630061006e00200061006c0073006f002000660069006e0064002000610020007300750069007400610062006c006500200045006e0066006f0063007500730020005000440046002000500072006f00660069006c006500200066006f0072002000500069007400530074006f0070002000500072006f00660065007300730069006f006e0061006c0020003600200061006e0064002000500069007400530074006f007000200053006500720076006500720020003300200066006f007200200070007200650066006c00690067006800740069006e006700200079006f007500720020005000440046002000660069006c006500730020006200650066006f007200650020006a006f00620020007300750062006d0069007300730069006f006e002e>
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.276 841.890]
>> setpagedevice




