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Abstract. Due to both the number of entities and the nature of the interactions 
and collaborations amongst them, conventional security models are inadequate 
for regulating access to data and services in a pervasive mobile computing 
environment.  Since many of these interactions occur between entities that have 
not interacted with each other previously, new security paradigms rely on 
context information in order to arrive at a security and decision. However, these 
new systems fail to take into account the variability, correlation and uncertainty 
of the context variables composing a security policy when making a security 
decision. In this paper, we propose a Monte Carlo based framework to evaluate 
security policies that are based on the changes in multiple context variables. In 
this framework, context variables are modeled and risk in security decisions is 
measured. 
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1   Introduction 

With ever increasing number of information sources, a modern collaboration system 
needs to not only rapidly assemble a set of disparate information systems into a 
coherently interoperating whole, but also make sure that the interactions amongst 
different entities participating in the system are secure. That is, strong security 
measures must be available to enforce data integrity and protect sensitive information. 
In addition, collaboration systems must take into account the environment in which not 
only no or few fixed infrastructure nodes exist, but also access to information depends 
on some context information (i.e. location) by the requesting entity.  Because of the 
lack of fixed infrastructures and the variability of context data, it is unreasonable to 
expect that every entity in the collaboration system stores not only a reference 
(identity) to but also relevant context data relating to any other entity it may interact 
with as a way to enforce access control. It is for these reasons that traditional security 
implementations, such as access control lists (ACL) [28] and role base access controls 
(RBAC) [22], [23], are ill equipped to handle security operations since not only they 
expect the identity of the accessing entities to be known, but also they were not 
originally designed to support context based access. Moreover systems (i.e. [32], [36]) 



146 C. Sánchez, L. Gruenwald, and M. Sánchez 

that have been expanded with context variable predicates (i.e. location, power resource, 
and connection type) to define security policies fail to take into account the fast 
changing nature of context information. This variability introduces uncertainty, which 
in turn introduces risk when a security decision is made. In addition, once the security 
decision is made, current security models do not revaluate the security decision after a 
specific time frame even though the context data is likely to change (i.e. the security 
decision would stand firm regardless of future changes in the context data) [26]. 
Therefore [secure] collaboration in dynamic communities that use context data to 
enforce access control should develop risk models to help an entity decide when access 
to sensitive data should be authorized. 

To illustrate a secure collaboration, let us expand the scope of the interaction 
between a soldier and his commander in the example given in [26]. In this example, a 
soldier that moves about in the battlefield and dynamically retrieves enemy data from 
his nearby commander. In order to receive intelligence data, a soldier must first 
identify himself with his company commander and his platoon leader (data is 
restricted according to identity).  The intelligence data is delivered provided that the 
soldier and his commanders (company and platoon leader) are within a 25-kilometer 
radius of a passing ScanEagle [2] UAV. Moreover, in order to avoid leaks, the 
platoon leader has to be within 150 meters of the company commander.  To make 
sure that all the data is delivered, the soldier’s mobile unit must have a minimum of 
60% power availability. Finally, in order to receive any data, the connection rate 
amongst the soldiers needs to be above a specific threshold to guarantee that the 
communications are not being jammed (again data transfer is limited to a specific 
connection mode). 

As the example points out, the security implementation that allows the soldier to 
receive the intelligence data must take into account the variability and correlation of 
the commanders and the UAV location information, the communication connection 
rate and power of his mobile unit. Thus, in order to make a reliable security decision, 
the security system should try to predict how much the different variables (i.e. 
commanders and UAV location, etc) would change by the time the enemy data is 
delivered to and used by the soldier, since by the time the data is delivered, any of the 
entities (solider, commanders or UAV) may have moved to a new place making the 
security decision invalid.  Moreover, the security system should be able to detect, 
tolerate and ignore invalid context assertions made by compromised or hostile 
entities.  Furthermore, the security implementation should be able to use a certain 
amount of data history for each of context variables in order to not only predict future 
values but also to measure the degree of change (volatility) of the context variables in 
order to arrive at a more accurate security decision [26].  In addition, the security 
system needs to determine the risk involved when making a security decision because 
of the changeability and correlations of the context variables.  Finally, due to the 
dynamic nature of a context variable, each security decision should hold only for a 
certain degree of time. 

In this paper, we extend our previous work ([26]) to model the behavior of context 
variables in a security policy using a random walk framework that takes into 
correlations amongst them. Finally, the model in [26] is further expanded to include a 
risk measure for the overall change in a policy according to the changes of its 
constituting context variables. 
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The remainder of this paper is organized as follows. Section 2 details a random 
walk framework to model context variables. Section 3 describes the Monte Carlo 
method used in our framework. Section 4 describes the measure of risk when 
evaluating a security policy. Section 5 describes a context security policy. Section 6 
reviews related work in this area.  Finally Section 7 concludes the paper and presents 
future research. 

2   Modeling Context Variables 

In a pervasive mobile environment, context variables of a user may change in a non- 
predetermined way. That is, context variables follow a stochastic process since their 
values may change over time in an uncertain way. Using a stochastic process model 
gives us a risk-measuring tool to characterize the future change in a process’ value.  

One stochastic process that can be employed as a risk-measuring tool is the random 
walk. In the random walk, forecasts for each of the context variables’ future value 
changes - using only its past variations – can be constructed.  However, before 
defining the random walk model we need to introduce the concepts of a context 
variable time series and variable return (In order to have an unified model, in this 
work we assume that all context variables can be modeled using a random walk even 
though, many context variables can display deterministic models). 

Context Variable Time Series. A context variable time series is a collection of 
observations indexed by the time of each observation. An entity collects the context 
variable data beginning at a particular time (e.g. t=1) and ending at another (e.g. t=N). 
Formally, a time series for context variable a context variable V is represented in a 
vector form as follows [11], [13]:  

{ } ( )Ni
N

tt VVVVV …… ,,,, 211 ==  

where Vi is the observation made at time I and VN is the observation made at time N. 

One-Time (Single Period) Value Return Horizon. The change in the value of a 
variable can be expressed in a variety of forms, such as, absolute value change, relative 
value change, and log value change. When a value change is defined relative to some 
initial value, it is known as a return [13]. That is, the changes over time of a variable’s 
value can be measured and modeled in terms of continuously compounded returns (log 
value changes). Table 1 shows the definition of Absolute, Relative and Log value 
change for a context variable V between time t and t-1 (denoted as Vt and Vt-1). 

Table 1. Definitions of absolute, relative and log changes of a variable 
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Random Walk Model for One Context Variable. A random walk is a formalization 
of the idea of taking successive steps, each in a random direction. It may be thought 
of as a model for an individual walking on a straight line who, at each point of time, 
takes one step either to the right or to the left with different probabilities [34]. 
Random walk models have been applied in several fields. For instance, in economics, 
a random walk is used to model shares prices and other factors and in wireless 
networking, they are used to model node movement. Formally, a single value random 
walk model for a context variable can be stated as follows. 

)1,0(~,1 NIIDVV ttttt εεσµ ++= −  (2.1) 

or 

)1,0(~,1 NIIDVV ttttt εεσµ +=− −  (2.2) 

where IID stands for “identically and independently distributed”, and N(0,1) stands 
for the normal distribution with mean 0 and variance 1. That is, at any point in time 
the current value Vt depends on one fixed parameter µ (mean), one time based 
parameter σt (standard deviation), the last period’s value Vt-1, and a normally 
distributed random variable εt. The assumption that context values are normally 
distributed is helpful because 1) we only need the mean and variance to describe the 
distribution, 2) the sum of multiple normal context variables is also normally 
distributed, and 3) normality is the central assumption of the mathematical theory of 
errors [33]. 

Since returns not only have more attractive statistical properties than values, but also 
are often preferred to absolute value changes because the latter do not measure changes 
in terms of the given values [13], it is better to model the log value Vt (Table 1) as a 
random walk with normally distributed changes, that is: 

)1,0(~,1 NIIDvv ttttt εεσµ ++= −  (2.3) 

Therefore, since we are modeling log changes, the expression for values is simply 
obtained by taking the inverse of the logarithm (ex), that is  

)1,0(~,1 NIIDeVV ttt
tt εεσµ +

−=  (2.4) 

In [13] three core assumptions are made. First of all, returns in different periods are 
not auto correlated. Secondly, the variance of the returns (volatility) scales with time 
(it remains constant for different time horizons). Finally, the random walk model is 
relaxed by assuming that log values have a mean µ set to zero (in [15], it is shown that 
for short horizon periods, the volatility is much larger than the expected return; thus, 
the forecast of the future return distribution is dominated by the volatility estimate. In 
other words, when dealing with short horizons, using a zero expected return 
assumption is as good as any other mean estimate). Therefore, the model can be 
represented as: 

)1,0(~,1 NIIDvv ttttt εεσ+= −  (2.5) 
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in terms of returns 

rt = σ tεt , εt ~ IIDN(0,1)  (2.6) 

The standard deviation (volatility) at time t - σt - can be computed using an 
Exponential Moving Average (EMA) [6] of past observations, that is, for a given set 
of K (where K=t-1) returns, the variance can be defined as follows: 
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where the parameter α (0 < α <=1) (smoothing factor) determines the relative weights 
applied to the observations (returns), thus, allowing the latest observations to carry the 
highest weight, while still not discarding older observations entirely in the standard 
deviation estimate. In addition, when K→∞, and using the convergence property of 
the geometrics series: 
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equation (2.7) can be rewritten as follows  
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In a recursive manner, equation (2.8) can be rewritten as: 

σ t
2 = ασ t−1

2 + (1−α)rt
2 (2.9) 

Equation (2.9) represents one time-unit (e.g. 1 minute) calculation of the variance 
defined over the period t-1 through t, where each t represents one time-unit. 
Therefore, in order to make forecasts for horizons greater than one-time unit, and 
taking the assumption stated previously, the variance estimate of a context variable 
data return for H time units is stated as follows: 

σ H
2 = Hσ t

2 (2.10) 

The equation above gives a simple way to calculate the volatility of H time units 
(e.g. hour) from the 1 time unit (e.g. minute) volatility. 

Random Walk Model for Multiple Context Variables. In a context-based security 
policy with M context variables, the behavior of the returns of each of the context 
variables can be described as: 

tMtMtMtttttt rrr ,,,,2,2,2,1,1,1 ...., εσεσεσ ===  
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Since the context variables may be related to one another, we have to account for 
their movements relative to one another (that is, the context variables may be 
statistically dependent). Thus, the linear association between each pair of returns must 
be quantified. These movements are captured by pair-wise correlations. Therefore, the 
εt’s should come from a multivariate normal (MVN) distribution [27] then: 
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(2.11) 

where Rt represents the correlation matrix of (ε1, ε2,… εN) and the mean and variance 
are represented by [13]: 

∑∑∑∑
<==

+==
ji

tijjii

M

i
itGi

M

i
itG wwwandw 2

,
2

1

22
,

1
, 2 σσσµµ  

Moreover, the term 2
ijσ represents the covariance between returns for the context 

variables i and j. We must remember that the covariance of two random variables X 
and Y is defined as:]: 

)()()()])([(2 YEXEXYEYXE YXXY −=−−= µµσ  

Since E(X)=µx and E(Y)=µy (E is the mathematical expectation), both of which are 
equal to zero according to our model, then the covariance is simply defined as  

)(2 XYEXY =σ  

Finally, let’s recall that the correlation coefficient of two random variables X and Y 
can be calculated as follows [19]: 
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where σ X  and σY   are the standard deviations of X and Y, respectively. 
Using the Exponential Moving Average (EMA) [6], an expression to estimate the 

covariance and correlation of context variable log changes (returns) can be 
constructed. As such the covariance formula is defined as [19]: 
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3   The Monte Carlo Method 

Given a set of M context variables, we use the Monte Carlo method as a computational 
algorithm to repeatedly construct scenarios to produce future values (equations 2.4 and 
2.11) for each of different context variables. We will first introduce the Monte Carlo 
algorithm when M=1 to later define the general case. 

4   The Monte Carlo Method for One Context Variable 

Given a time series { }N

ttV 1=  of N observations for a context variable V, the procedure 

to produce scenarios is to generate standard normal variates and use equation 2.4 to 
produce future values. The algorithm to simulate future values for one context 
variable is described below [26]. 

One stochastic process that can be employed as a risk-measuring tool is the random 
walk. In the random walk, forecasts for each of the context variables’ future value 
changes - using only its past variations – can be constructed. However, before defining 
the random walk model we need to introduce the concepts of a context variable time  
 

Table 2. Scenario Generation Algorithm for One Context Variable 

Input: { }N

ttV 1=  

1. Choose the number of scenario trials T and smoothing factor α 

2. Compute the N-1 log value changes (i.e. returns) from{ }N

ttV 1= . The result of this 

calculation is a time series of returns of the form { }N

ttr 2=  

3. Using{ }N

ttr 2= compute the variance series { }N

tt 2

2

=
σ using equation (2.7). Compute 

the volatility (standard deviation) at time t=N, that is
2
NN σσ =  

4. In order to simulate values for the next H time units (evaluation horizon), use 

equation (2.10) to compute the horizon volatility HNH σσ =  

5. Define a time series { }T

ttS 1=  to store the context variable simulated values. 

6. For each trial k (1≤ k ≤ T)  
6.1. Compute the simulated log return R as follows: 

ZHR N ⋅⋅=σ , where σ N H  represents the horizon volatility 

(used to simulate values for the next H time units (evaluation horizon) ),  and 
Z is a generated IID normal value Z, that is, Z = ~N(0,1) 

6.2. Compute the kth simulated value Sk as follows: 
Sk=VN exp(R) where exp(x) = ex (equation 2.4) and VN  is the value of the 
context variable at time N  

Output: { }T

ttS 1=  
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series and variable return (In order to have an unified model, in this work we assume 
that all context variables can be modeled using a random walk even though, many 
context variables can display different deterministic models). 

5   The Monte Carlo Method for Multiple Context Dependent 
Variables 

In the previous section, an algorithm was derived to apply the Monte Carlo method to 
one context variable. For the case of multiple context variables, we need to take into 
account the correlation amongst the context variables when generating future values. 
The table below describes the modified algorithm [26]. 

Table 3. Scenario Generation Algorithm for Multiple Context Dependent Variables 

Input: { } { } { }( )N

tM
N

t

N

t VVV 11211 , === …  

1. Choose the number of scenario trials T and smoothing factor α 

2. For each context variable  time series i (1≤ i ≤ M)  

2.1 Compute the N-1 returns from{ }N

ttiV
1, =

. The result of this calculation is a 

time series of returns of the form ri,t{ }
t= 2

N
 

2.2 Using ri,t{ }
t= 2

N
compute the variance series σ

i ,t

2{ }
t= 2

N
using equation 3.7 

and then compute the volatility (standard deviation) at time t=N, that 

is σi,N = σi,N
2

 

2.3 Define a time series Si,t{ }
t=1

T
 to store the context variable simulated values  

2.4 For each trial j (1≤ j ≤ T)  

2.4.1 Compute the simulated log return R* 

2.4.2 Compute the jth simulated value Sj as follows:  

)exp( *RVS i
Nj = where exp(x) = ex and 

i
NV   is the value of 

context variable i at time N 

Output: 
  
SG = S1{ }

t=1

T
, S2{ }

t=1

T … SM{ }
t=1

T( ) 

 
The simulated log R* needs to be computed in such a way that the correlations 

amongst the context variables returns are maintained. For instance, by using the  
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Cholesky factorization [10], it can be shown that the formulae to generate the 
simulated returns for three context variables would be as follows: 
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where σ i  is the volatility (standard deviation) for context variable i, ρij  is the 

correlation between context variables i and j and each Z is a generated IID normal 
value. 

In general, generating correlated variates for M context variables can expressed as 
follows [25]:  
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The matrix A must satisfy the covariance requirements. By eliminating the random 
vectors R and Z, we have the following: 
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Several methods can be used to solve the set of equations for AT and generate 
correlated variates, for instance, Cholesky Decomposition [10], Singular Value 
Decomposition [10] and Return Space Decomposition [1]. The authors in [25], [20, [1]  
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showed that the matrix A can be expressed as follows: matrix A must satisfy the 
covariance requirements. By eliminating the random vectors R and Z, we have the 
following: 
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where n=N-1 is the number of log returns, α is the smoothing factor and ri, j  is the 

return of context variable i at time j. 
The advantages of using the Return Space Decomposition (RSD) over the 

Cholesky and SVD factorizations can be summarized as follows [25]: 

• In both, Cholesky and SVD factorizations, the decomposed matrix does not 
easily provide an intuitive understanding of how the future values are 
generated and the change of a single value of a context risk factor requires a 
new decomposition. Finally, the Cholesky factorization requires that the 
correlation matrix be PD (positive definite), and SVD requires PSD (positive 
semi-definite). 

• Volatilities and correlations do not have to be computed when using Return 
Space Decomposition. 

Table 4 describes the modified algorithm for M context dependent variables using the 
Return Space Decomposition: 

Table 4. Scenario generation algorithm for multiple dependent context dependent variables 
using Space Return Decomposition 

Input: { } { } { }( )N

tM
N

t

N

t VVV 11211 , === …  

1. Choose the number of scenario trials T and smoothing factor α 

2. Compute the α  weights vector 
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Table 4. (continued) 

3. For each context risk factor time series i (1≤ i ≤ M) 
 

3.1 Compute the A Matrix, where each 
aij ,(1 ≤ i ≤ M,1 ≤ j ≤ N) = rij ⋅ lmv ⋅ ssq  where rij is the return of 

context variable i at time j. 

3.2 Define a time series Si,t{ }
t=1

T
 to store the context variable simulated values  

3.3 For each j trial  (1≤ j ≤ T)  
 
3.3.1 Compute an N size vector 

( ) )1,0(~,,,,, 321 NIIDzzzzzZ i
T

n…=  

 
3.3.2 For each context variable k (1≤ k ≤ M), compute 

HZASLR k ⋅= )(  where Ak is the row-vector corresponding 

to context variable k and the evaluation horizon H. 
 
3.3.3 Compute the jth simulated value Sj as follows:  

)exp(, SLRVS i
Nji = where exp(x) = ex and 

i
NV   is the value for 

the context variable i at time N 2.1 Compute the N-1 returns 

from{ }N

ttiV
1, =

. The result of this calculation is a time series of returns 

of the form ri,t{ }
t= 2

N
 

Output: 
  
SG = S1{ }

t=1

T
, S2{ }

t=1

T … SM{ }
t=1

T( ) 

6   Risk 

Due to the dynamic nature of context variables, we will measure the risk of each 
context variable (and for a group of context variables) as the maximum error amount 
that is incurred in the estimation of future values (for each context variable) during an 
evaluation horizon for a given confidence level. In this framework, to measure the 
risk of a context variable, the following is assumed: 

 
1. Risk can be measured according to the changes of the context variables (e.g. 

location, power resource, etc…). 
2. Without loss of generality, the values of a context variable are always positive. 

Moreover, the [log] changes in the context variables can be modeled using as a 
random walk (following a normal distribution).  
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To calculate the maximum error amount for each context variable, we need to 

create a set of time series { } { } { } { }( )T

ttM
T
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T

tt
T

tt EEEEE
1,1,1,21,1 ,,,

====
= …… , 

where{ }T

ttiE
1, =

 is the estimation error series for context variable i and defined as 

follows: 

{ } i
Nji

T

tti VSE −=
= ,1,  

where i
NV   is the value for the context variable i at time N. 

To measure the risk, we use the percentile function to determine the proportion of 

values in the time series { }T

ttiE
1, =

that a specific magnitude will not be exceeded by a 

specific magnitude. This means that, for a context variable, this measure is the 
maximum error amount (risk) that would be incurred in the estimation during the 
evaluation horizon H for a given confidence level (γ). Formally, the pth percentile of 

the { }T

ttiE
1, =

 values is defined as the magnitude that exceeds p percent of the values, 

that is: 

{ }( ))1(,
1,, γ−=

=
T

ttiPi Epercentilerisk  

Because of the assumption that context values are normally distributed, 
mathematically, the pth percentile (denoted by α) of a continuous probability 
distribution is given by the following formula [13]: 

∫
∞−
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α

π
dxep

x
2

2

2

1
 

Finally, assuming that the context variables can be linearly aggregated (Section 2.4) 
and given that the sum of normal random variables is itself normally distributed [19], 
then, the overall change time series of a group of M context variables is the weighted 
sum of M underlying returns and can be stated as follows: 
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where Ei,j is the simulated error for context variable i at trial j, ci, is the scaling amount 
for context variable i. Then, the overall change (risk) of a group of context variables is 

{ }( ))1(,1, γ−= =
T

tGPG Epercentilerisk  

7   Security Policies 

In our army scenario, a simple security policy can be stated as follows: a Soldier can 
receive the location of his unit members, provided his proximity to the company 
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commander (Captain) is no less than 70 meters. Moreover, the proximity between the 
Captain and the soldier’s unit leader Sergeant) needs to be no less than 50 meters (The 
Sergeant and the Soldier are within line of sight of each other).  The commanding 
officer requires that the location of the Soldier and the Sergeant be reported every 
minute and that the volatility (standard deviation) of the data not exceed 0.01. Every 
minute the policy is reevaluated (H = 1). The commanding officer (Captain) uses a 
smoothing factor of 0.95 (α = 0.95) and generates 100 Monte Carlo scenarios (T = 
100) before returning a decision. Table 5 shows the description of the example 
Context Based Security Policy described above. 

Table 5. Example of the context based security policy 

Name: Unit member location access policy. 

Description: A soldier can access location of his unit members according to his 
current position and proximity of his commanding officer. 
Entities:  

1) so:  Soldier, 2) co: Commanding Officer,  4) se: Sergeant 3) LD: Location data  
Context policy parameters: 

1) H = 1 minute, 2) T = 200, y = α = 0.95, N = 10 

Access to LD is granted to so iff 
1. proximity(so, co) < 70 meters & proximity(co, se) < 50 meters & proximity (so, 

se) < 5meters 
2. volatility (proximity(so,co,N)) <= 0.01 & volatility (proximity(co,se,N)) <=0.01 
3. error(proximity(so,co,N)) <=0.6 

Functions: 
• proximity(x,y): returns the proximity between entities x and y 
• proximity(x,y,n): returns a time series with the last n proximity values between x 

and y . 
• volatility(ts): returns the volatility of the time series ts 

• error(ts): returns the estimation error through a Monte Carlo simulation for 
time series ts. 

Security Policy Evaluation. Under the Random Walk - Monte Carlo method frame-
work presented in Sections 3, 4 and 5, a context based security policy requires the 
following parameters to be defined and evaluated: 
 

1. Smoothing factor (α) 
2. The number of scenario trials (T) 
3. Evaluation horizon (H) 
4. Time series frequency (F) 
5. Number of observations required in a context variable time series (N) 
6. The confidence level (γ) to be used for risk evaluation 
7. For each context variable in the policy, a risk (error) tolerance is defined. 
 

The following steps are used to evaluate the policy: 
 

1. A soldier so sends a request to his commanding officer co for the location of his 
unit members. 
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2. The co retrieves the locally stored security policy, reads it and determines which 
context variables (i.e. proximity) are necessary for the evaluation of the policy 

3. The co sends a request asking both the so and the se for their proximity 
information. Such a request contains: 
a. The context variable to be gathered (e.g. proximity) 
b. The number of past observations (N) in the context variable time series.  

4. Upon receiving the requests both the so and se return the required time series 
information to the co. 

5. The co runs the modified Monte Carlo algorithm (Table 3) to calculate the 1-
minute volatility. It then calculates the risk of the context variables (proximity) 
with the specified confidence level (y) using the percentile function. 

6. Once the data is computed the co determines if access to the data LD can be 
granted for the next 1 minute (H = 1) before the policy needs to be revaluated. 

8   Related Work 

There are several research efforts in developing security systems that use context 
variables to either solely render a security decision or expand Role Based Access 
Control (RBAC) implementations and policies. For instance, [12] defines a security 
system that only uses context data to arrive at a security decision while keeping the 
anonymity of the accessing users. However the system does not use any context data 
history to render a more accurate security decision. In [21] a theoretical model to 
formalize and represent situation-based security policies using context graphs is 
proposed. However, no provision for the use of historical context data in the 
enforcement of security is given. The system in [17] defines a programming interface 
to handle inexact information from multiple sources while checking the honesty of the 
input context data; however it assumes that security of the data must be handled by 
the application using the interface. 

The grammar explained in [32] allows the expansion of traditional RBAC policies 
with location-dependent data. However, the grammar does not include predicates to 
validate or use history of context data. The model in [36] expands the role based 
access control (RBAC) paradigm while a user agent adjusts role permissions based on 
context data. However, the system does not provide for a way to invalidate erroneous 
context claims, which may cause information leaks.  

There are several systems that use the concept of trust and risk to deliver a security 
decision. For instance, the model in [7] characterizes an outcome-based approach to 
allow trust reasoning and calculate cost data per-outcome basis, instead of relying on 
a simple risk metrics value. Trust is then computed using current evidence along 
previous observations and recommendations. However, the system has not been fully 
validated for pervasive mobile environments. In [16] a model that takes into account 
the trust dynamics of past experiences, including intentions or beliefs is presented.  
The model requires each entity to count its own positive and negative evidences about 
others.  However, the trust scheme does not use any context information to refine trust 
values.  

The preliminary work done in [14] attempts to model the relationship between risk 
and trust in order to derive a computational model that integrates the two concepts. It 
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uses the probability of success in a transaction between two entities. However, the 
system does not formally describe or model the risk in terms of context information. 
The research described in [3] uses Kalman-Filter equations to calculate trust between 
a client and a service provider based on the discrepancies found amid the service 
advertised quality values and the client’s measurements. However, since the model is 
outcome based, it does not use context information to refine the trust measures. The 
research described in [29] illustrates a mechanism to compute trust between entities 
based on their own direct interaction experiences as well as recommendations. 
However, trust calculations do not take into account the entities’ context information. 

The work described in [37] extends the RBAC model with spatial and location-
based information where spatial entities are used to model objects and user positions. 
In this system, security roles are activated based on the positional information from a 
user. Although very useful security system for geographical information systems 
(GIS), the system cannot be easily adapted to small mobile devices or implemented in 
a mobile ad-hoc network (MANET) environment. 

The preliminary work in [26] introduces the random walk presented in Section 2.6 
and the use of the percentile function to calculate the risk of a context variable in a 
security policy. However, this work does not take into account the correlations 
amongst different context variables in a policy. 

9   Conclusions and Future Work 

In this paper we presented a framework to model context variables that takes into 
account the relationships amongst them for secure collaborations. In this framework, 
security decisions are reached by measuring the risk of each context variable 
according to its value changes. To reach such a decision, we introduced a novel 
method called space return decomposition to evaluate a context-based security policy 
without calculating correlations and volatilities. In addition, we presented an example 
of a real world policy where our framework can be applied.  

For future work, more investigation is necessary to include or derive a trust 
measure from the context data for the entity (user) requesting access permission. 
Finally, analysis is necessary to determine the appropriate amount of history to keep 
(or for bootstrapping) before a reliable computation can be made. 
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