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Abstract. This paper introduces an agent-based model in which self-
interest intelligent agents are adaptive. Agents can either go to find re-
sources in the environment or mine the resources found. Agents trade
information about resources in a market. A biased learning mechanism
is introduced to update agents’ capabilities of mining and searching. The
learning mechanism plays a vital role in the specialization process in our
model. Expectation is also introduced in this paper to determine the
trade price. Simulations show that agents can specialize in available ca-
pabilities, form market and cooperate to increase their wealth. These
emergencies come out through just pre-defining some learning and pric-
ing mechanisms that are not so complex but close to reality. Total pro-
ductivity and market formation are tracked during the evolving process.
The wealth distribution during whole evolving process also demonstrates
an interesting power law distribution.

Keywords: Agent-basedmodel, individual reinforcement learning, power
law, specialization, market forming, expected productivity.

1 Introduction

Agent-based models are increasingly recognized as powerful tools for modeling
complex adaptive systems. They are useful in the terms of modeling of the inter-
actions among agents, representation of learning in a dynamic strategy context,
and description of the relationships between individual and its local environ-
ment [14]. Agent-based models can track individual interactions that otherwise
cannot be represented in traditional models that use global variables. In partic-
ular, agent-based models excel at relating the heterogeneous behavior of agents
with different information, different decision rules, and different situation to the
macro behavior of the overall systems [15]. Recently, agent-based models have
been applied to a variety of systems, such as biological ecosystems, economics
systems [1, 3, 9, 13, 17, 18] and social intelligence systems [4].
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Agents we are interested in, in this paper, are self-interest individuals that do
not have complete information about the whole system. They interact with each
other and with the environment to maximize their own profits. On a macro scale,
the system composed of these agents may reveal some collective behaviors that
are not simple summations of individual properties. A major task of complexity
study is to find underlying mechanisms that govern the collective behaviors. The
interactions between individual agents and(or) between colonies produce a great
many characteristics at the global scale, such as nonlinear oscillation, clustered
volatility, and chaos [7, 11, 12], even though the interactions between agents are
localized and very simple. Holland argued that the self-adaptive properties of
individual agents result in these complexities [8]. Learning is crucial to agent’s
self-adaptation. Nicolas illustrated that there are essential differences between
individual learning and social learning [10]. A biased learning mechanism, which
is crucial to the specialization process, is presented to update mining and search-
ing capabilities.

Power law distribution is widely observed in real world systems, such as
Pareto’s law in economics and Zipf’s law in lexicostatistics. For a review of power
law distribution, please read ref. [16]. Elsewhere empirical size distributions for
which power-law behavior is discovered, including those of sand particle sizes; of
meteor impacts on the moon; of numbers of species per genus in flowering plants
etc.

We give a model in this paper that simulates a social system as an evolutionary
process. This multi-agent system consists of a great number of agents trying
to obtain resources in an environment. Agents can take two kinds of tasks:
search for resources and exploit the resources found. In the model, an agent
can randomly walk to search for resources. When it finds a pack of resources,
it may decide to exploit them or sell the information of resources through a
market-like mechanism. There is no global planning mechanism in this multi-
agent system. Every agent is self-interested, and its goal is to maximize its own
profit. Each agent has searching and exploiting capabilities that can be adjusted
on the basis of its profit obtained previously.

The model is presented in detail in section 2. The simulated results about spe-
cializing process, market forming and wealth distribution are shown in section 3,
and conclusion remarks are drawn in section 4.

2 The Model

Consider a system with a great many of resources and M self-interested indi-
vidual agents. Agents are randomly scattered over a lattice. Each agent obtains
profits through exploiting resources or selling the information about discovered
resources. During the process of exploiting or selling, the agent ceaselessly stud-
ies, improves the skills and makes decisions in the market in accordance with
the experiences, to maximize its profit.
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2.1 Environment and Resources

The environment is an L×L lattice with periodic boundary condition. In other
words, an agent will step in the lattice from the opposite side when it steps
out from one side. An agent only occupies one site, and one locus can only be
occupied by no more than one agent at the same time.

Resources are randomly distributed as “packs” over the lattice. Each pack
of resource is constant R. The aggregate resources in the system are always
maintained as a constant value. When the system is initialized at the beginning
of the simulation, and their gross value is always a constant with global density ρ.
Once a pack of resources is completely exploited, a new pack will be immediately
replenished in any site except for the locus occupied by other packs of resources.
As the same as the agents, one pack of resources one locus, and one locus can
only be occupied by no more than one pack of resources.

2.2 Neighborhood and Distance

The environment is a lattice, which is a two-dimensional discrete space. In this
paper we use Moore neighborhood which is a square-shaped neighborhood sur-
rounding a given site(x0, y0). The Moore neighborhood of range r is defined as

NM
(x0,y0)

= {(x, y) : |x − x0| ≤ r, |y − y0| ≤ r}. (1)

So, we get its area (2r + 1)2 on a square grid.
When referring to the distance between two sites, we have to take into account

nine possible distance calculations due to the periodic boundary condition. We
definite the minimum distance DAB among the nine distance calculations as the
distance between the two points.

DAB
�
= Min{dAB}, dAB

�
= |xA − xβ | + |yA − yβ| , β ∈ {B, B1, . . . , B8}. (2)

2.3 Agent Properties

Any agent has two kinds of tasks: searching resources and exploiting resources,
but it can only participate in one task at each time step. We set up a rule that
an agent must exploit its resources which have been discovered, if the resources
are not sold at last time step. At each time step, each agent must be in one of
the states, mining or foraging. The agents who have got new resources through
searching in the environment or buying in the market should be in the state of
mining, and those who do not have resources should be in the state of foraging.
An agent who does not have resources may be an agent who has sold its infor-
mation of discovered resources in last time step, or an agent who has to search
new resources and did not successfully purchased any resources in the market.

As shown in Fig. 1, an agent can transfer from one state to another. If we
express it in a detailed manner, an agent who is exploiting will keep on mining
until that pack of resources is exhausted. When an agent has finished exploiting
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Fig. 1. State-chart of an agent’s state transition between the two kinds of states: mining
and foraging. An exploiting agent will keep on mining until that pack of resources is
exhausted. An agent who has finished exploiting resources or was searching and did
not find any resources at the last step goes to the market to purchase resources. An
agent goes to the market to sell the information of the resources found if it just found
a pack of resources at the last step. A buyer will go searching if it did not successfully
purchase any resources. A seller will go searching if it has sold its resources. A buyer
will exploit the resources if it successfully purchased a pack of resources. A seller will
exploit the resources if it did not successfully sell the resources.

resources, it will go to the market, as a buyer, to buy the information about the
discovered resources. If it successfully purchases the information, it will exploit
the newly found resources and keep staying in the mining state. If the purchase
is not successful, it has to go to the environment to seek new resources, hence
its state transfers to the foraging state. One agent always goes to the market,
as a seller, to sell the information of the resources just found at the last step. A
seller will go searching if it has sold its resources, and keeps in foraging state.
Or it must transfer to the state of mining and exploit the resources found by
itself if the selling is not successful. One agent who failed to find new resources
at last time step goes to the market as a buyer. If it is successful to purchase
the information about new resources, it will transfer to the state of mining; or
it has to go back to the environment to seek new resources and keep staying in
the state of foraging.

Each agent has two kinds of basic capabilities, to search resources and exploit
resources. When an agent is searching new resources, it can see the distribution
of resources in its neighborhood (we use Moore neighborhood) with the radius
of r, including its current site. But it can just randomly choose one pack of
unlocked resources, even though it has seen many packs. The searching efficiency
is defined Ks as the pack of resources one agent can find in one time step, and
we get Ks = 1− (1 − ρ)(2r+1)2 , where r is the radius of the Moore neighborhood
of an agent’s sight and ρ is a constant value of resource distribution density in
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the environment. The exploiting efficiency is defined Ke as the accumulation of
the capability to mine resources in one time step. We can get Ke = E/Emax.
The exploiting capacity E is limited by a maximization number Emax. This, we
think, is a natural hypothesis that every physical variable should be limited by
a finite number.

According to agents’ conduct, we divide all agents in our model into three
different types: agent in autarky, miner and searcher. An agent is in autarky if
it exploits the resources found by itself at time step t and gets profit Ra(t). An
agent is a miner if it exploits the resources purchased in the market and gets
profit Re(t), which is the total value of the pack of resources minus the price
paid at the market and a tax (see next section). A searcher is an agent which
can successfully sell the information of resources it found and gets profit Rs(t)

which is the price paid by the buyer.
In addition, movement cost C is introduced as

C = D × c, (3)

where, D is the distance that the agent move from one site to another according
to the definition (2), and c is the unit cost that an agent spends in order to cover
a unit distance. The costs are calculated proportional to the ratios of wealth
accumulation methods.

Ce(t) = C · We(t − 1)/W (t − 1), t > 0
Cs(t) = C · Ws(t − 1)/W (t− 1), t > 0
Ca(t) = C · Wa(t − 1)/W (t − 1), t > 0

(4)

We(t) is the agent’s wealth got from being a miner until time step t, and Ws(t)
as a searcher, Wa(t) as in autarky respectively. W (t) is the sum of all kinds of
wealth. The initial wealth R is evenly distributed to the three kinds of wealth.
So, we get an agent’s wealth at time step t

W (t) = We(t) + Ws(t) + Wa(t)
We(0) = Ws(0) = Wa(0) = R/3
We(t) = We(t − 1) + Re(t) − Ce(t), t > 0
Ws(t) = Ws(t − 1) + Rs(t) − Cs(t), t > 0
Wa(t) = Wa(t − 1) + Ra(t) − Ca(t), t > 0

(5)

The increasing revenue ∆W , which an agent obtains in the time interval τ , may
be divided into two parts: ∆Ws and ∆We. The former is the searching revenue at
time interval τ resulted from payments of selling the resource information, and
the latter is the exploiting revenue directly got by exploiting resources purchased.
But the obtained revenue will be divided half into ∆Ws and half into ∆We if an
agent is in autarky. So, we get

∆W = ∆We + ∆Ws

∆We = ∆We(t) − ∆We(t − τ) + 1
2 (Wa(t) − Wa(t − τ))

∆Ws = ∆Ws(t) − ∆Ws(t − τ) + 1
2 (Wa(t) − Wa(t − τ))

(6)
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Agents learn from their history. An agent can gain some useful experience from
its previous profits and tasks, modify its corresponding capabilities to pursuit
more profits. Each agent summarizes its own behavior in every τ time steps,
calculates the revenues, and adjusts its skills in order to get more profits in the
future.

A basic intuition has been widely believed that the tendency to implement
an action should be reinforced if it produces favorable results and weakened
if it produces unfavorable results [19]. A capability biased learning mechanism
is introduced [2]. According to this mechanism, the agent will strengthen the
capability resulting in more profits and weaken the capability resulting in fewer
profits.

We define the increment of searching/exploiting efficiency, ∆Ks/∆Ke, as the
change of searching/exploiting efficiency in time interval τ .

∆Ks = (k1 + k2 · sign (∆Ws − ∆We)) · Ks · (1 − Ks)
∆Ke = (k1 + k2 · sign (∆We − ∆Ws)) · Ke · (1 − Ke)

(7)

Where k2 ≥ k1 ≥ 0 and sign() is a sign function.
According to the definition,we can calculate the exploiting capability and the ra-

dius in the next time step, E=(Ke + ∆Ke) ·Emax and r=
√

log1−p(1−Ks−∆Ks)−1

2 .

2.4 Willingness Price and Market

In the market, we take into account the opportunity cost. Firstly we have to
introduce the concept of the expected average productivity, which is defined as
the productivity that an agent expects to work with in the next time step. It
is calculated as R̂ = R/(tf + R/E), where, tf is the average time to search
a resource during the last τ time steps and R/E is the time to exploit the
resource found. A buyer will have to spend R/E if it manages to get the pack
of resources through purchasing, and a seller will save the exploiting time R/E
if it successfully sells the information about the resources. Supposed the agent’s
expected average productivity R̂ in the next time step and the market price of
P , the former will finally get the revenue R− R̂ ·R/E, and the latter will obtain
the profit of P + R̂ · R/E.

However, Transaction cost has not been taking into account in the above
section. In real life, trade always has costs that maybe incurred by searching
who it is that one wishes to deal with, conducting negotiations leading up to a
bargain, drawing up the contract, undertaking the inspection needed to make
sure that the terms of the contract are being observed, and so on. Hence, in this
model transaction cost is introduced. If a buyer pays the price of P , it will also
pay a tax, α · p, 0 ≤ α ≤ 1. In other words, a buyer has to pay p · (1 + α).

As for the buyer, it will purchase the new information about resources under
the condition that expected revenue to buy is higher than that of autarky,

R − R̂ · R/E > p · (1 + α) . (8)
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As for the seller, it may trade the information about resources under the condi-
tion that expected revenue to sell is higher that that of autarky,

p + R̂ · R/E > R. (9)

From the above two conditions, we can make a conclusion that a buyer may pay
no more than Pp and a seller may sell the information with the price that is no
less than Ps,

Pp =
(
R − R̂ · R/E

)
/ (1 + α)

Ps = R − R̂ · R/E
(10)

In fact, people often make decisions based on their previous experience, and re-
cent experience generally plays a larger role than past experience in determining
behavior [6]. Considering the impact of recent successful trade price, we write
the final willing price as

P ∗
p = Ke

Ke+Ks
· Pp +

(
1 − Ke

Ke+Ks

)
· P ′

P ∗
s = Ke

Ke+Ks
· Ps +

(
1 − Ke

Ke+Ks

)
· P ′ (11)

where P ∗
p is a buyer’s purchasing willingness price,P ∗

s is a seller’s selling willing-
ness price and P ′ is the last successful trade price. At the beginning of evolu-
tionary process, all agents’ P ′ value are zero.

A successful trade always tends to involve the fact that the willingness price
of the buyer isn’t lower than that of the seller. In this model, an existing bro-
ker collects the information about the willingness prices of sellers and buyers
which come into the market. Supposing that there are n1 sellers and n2 buy-
ers in the market, we may list the series of selling willingness prices P ∗

si, i =
1, 2, . . . , n1, in ascending order and the series of purchasing willingness prices
P ∗

pj , j = 1, 2, . . . , n2, in descending order. The dealer manages to find the maxi-
mum k that satisfies P ∗

sk ≤ P ∗
pk, k ≤ n1, k ≤ n2. At last, the dealer decides the k

sellers and the k buyers to make successful trades in the current time step. One
of the k sellers matches one of the k buyers, and the trading price of P is the
average value of their willingness prices, P∗

p +P∗
s

2 .

3 Simulation Results

We set parameters as follows. L = 3163, R = 200, ρ = 0.001, M = 100, τ = 20,
α = 0.1, k1 = 0.025, k2 = 0.025, c = 0.005, Emax = 200. Initial value for Ke and
Ks are 0.1. Termination criterion is set as running time step 3000. We write the
code in Java and Swarm, The programs are run on a Pentium 4 PC computer.
A typical run of this computation takes 4 hours.

To track the evolving process of the model system, we employ several macro
variables, such as total productivity, count of agents of different types, price
distribution and wealth distribution. The evolving results of each macro variable
are shown in following figures.
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3.1 Total Productivity

Total productivity is defined here as the sum of incomes of all agents and total
tax that happens at the same time, of which evolving process is shown in Fig. 2.
To describe the evolving process of total productivity, we compare it with trade
volume and non-seller count of which evolving process also presented in Fig. 2.
Non-seller count at time step t is the count of sellers who fail to complete a
trade at the previous time step t − 1, is calculated by subtracting trade volume
from the count of sellers at the time step t − 1. In our model, we can take the
trade volume as a measure for the extent of frequency of cooperation between
agents. Figure 2 shows us that there exists similar increasing trend between trade
volume and total productivity. This phenomenon conforms to the economic fact
that specialization and cooperation can improve social productivity. The leaps
in Fig. 2 and following figures are obviously observed and the cause will be
presented in our further coming paper.

Fig. 2. x-coordinate is the time of evolving process and y-coordinate is the value. Curve
of productivity in the pedal represents the evolving process of total productivity, and
curve of non-seller count and trade volume represent respectively its own evolving
process.

3.2 Market Forming

Market in our model is the indispensable media that helps to realize the coop-
eration among agents. The evolving process of market structure, which includes
count of agents of different types and the willingness price distribution, are pre-
sented in Fig. 3. With time evolving, count of agents of different types changes,
with leap phenomenon mentioned before, as shown in pedal B of Fig. 3. Overall,
the count of agents in autarky decreases and the count of miners and searchers
both increase, indicating that the extent of specialization and cooperation are
intensified. The coupled phenomenon in the evolving process of willingness price
distributions can be seen from pedal B in Fig. 3., that is, when time evolves
forward, both distribution ranges of willingness prices to sell and to buy become



1572 E. Zhao et al.

Fig. 3. Curves in Pedal A represent respectively the evolving process of the count of
miners, of the count of searcher and the count of agents in autarky, according to curve
signs. In pedal B, the upper line section Wp corresponding to each time describes the
distribution range of willingness price to sell and the lower line section Ws describes
the distribution range of willingness price to buy.

narrow and stable, with a increase trend in the beginning and stable oscillation at
higher price later, indicating that the market need some time to shape, and can
operates stably finally in our model. It may conform to fact of market evolving
to some extent.

3.3 Wealth Distribution

Wealth distribution is also a very important variable in the evolving process of
whole system. As shown in the Fig. 4A, most agents’ wealth W (t) increases while
the system evolves except for only one “poor” agent that does not accumulate
any wealth and goes negative. This agent is an outlier that, unfortunately, is
initially located in some lean soil and nearly never finds or exploits one pack of
resources. The daily consumption makes its wealth go to negative.

At the beginning, each agent has the same initial wealth value and the dif-
ference between the most rich and poor increases with time. Some agents have
plenty of wealth, while others have less than that of the former.

If we do statistics on how many agents there are between one wealth value
interval, we get frequency counts, as shown in Fig. 2B. If we take into account
data points at only one time step in Fig. 2A, we can get only 100 data points and
that is not statistical significant. So, the data points in Fig. 2B are got by this
way. We consider all the data from time step 1 to time step 3000. In the log-log
plot, the wealth frequency count demonstrates a local power law distribution. We
do linear regression to the simulated data and get an exponent 0.44 for the first
part and an exponent 10.02 for the latter part. The local power law distribution
shows us that the wealth distribution before all the agents’ wealth accumulation
reaches 60000 is very “flat” and that after 60000 is very “steep”. This means
that this model showed us a society that enlarges the gap between the rich and
the poor after the economy reaches certain threshold.
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Fig. 4. A is the figure for each agent’s wealth vs. time. There are 100 lines, which
represents 100 agent’s wealth. There is only one “poor” agent that goes to negative
due to initially located in some lean soil and finds/exploits no resources. The wealth
difference between the rich and poor widens vs. time even though all agents have the
same initial wealth value. B is the figure for wealth frequency count. The agents’ wealth
is ranked in ascending order. The number of agents that have certain wealth values
demonstrates a local power law distribution. Gray circles are the simulated wealth
value counts and the black lines are linear regressions of the simulated results. The
first part has an exponent 0.44 and the latter part has an exponent 10.02.

4 Conclusion

In this paper, we introduced an agent-based cooperation system in which agents
can learn and adapt. Cooperation is a highlight in this paper, where agents
collaborate in the sense that they trade information about resources and both
buyers and sellers get benefit from the trade. Our learning mechanism belongs to
individual learning [10], which is a biased learning mechanism, that contributed
a lot to the division of labor.

The expectation mechanism is a novel and unique pricing mechanism that we
do not find in any other previous papers [1, 3, 4, 7–18]. This may provide an
agent a way of “real intelligence” that the agent can make decisions by “seeing
in the future”.

With the learning and pricing mechanism, our system evolves with some collec-
tive behaviors on specialization and cooperation, market forming and power-law
wealth distribution, which is a commonly highlighted area in the literature [5, 20].
The correlation between the results of this model and stylized facts in the litera-
ture will be a focus of our next work. Our results verify once again the importance
and convenience of agent-based modeling to the study on social complex systems.
We can take more realistic conditions into account and make our model be more
closer to real economy and real wealth distribution.
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