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Abstract. Many real world data can be represented as heterogeneous
networks that are composed of more than one types of nodes, such as
paper-author networks (two types) and user-resource-tag networks (three
types) of social tagging systems. Discovering communities from such
heterogeneous networks is important for finding similar nodes, which
are useful for information recommendation and visualization. Although
modularity is a famous criterion for evaluating division of given networks,
it is not applicable to heterogeneous networks. This paper proposes new
modularity for bipartite networks, as the first step for heterogeneous net-
works. Experimental results using artificial networks and real networks
are shown.
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1 Introduction

There are various relations among entities that are represented as networks, such
as citations of papers and friendships of SNS (Social Network Service) users. In
order to recognize their overall structures and to recommend similar entities,
discovering communities from networks attracts many researchers from physics,
computer science, and sociology. Quality of the divisions of networks is often
measured by modularity, which is a scalar value that measure the density of
edges inside communities as compared to edges between communities. As the
strategy for finding divisions of given networks, modularity optimization is often
employed.

Modularity is, however, appropriate for homogeneous networks that are com-
posed of only one type of vertices (such as papers and SNS users in the above
examples). In real-world situations, there are many heterogeneous networks that
are composed of more than one types of vertices, such as paper-author net-
works and movie-actor networks (Figure [I). Modularity is not appropriate for
community division of such heterogeneous networks since the density of edges
inside communities of same type of vertices is sparser than that of edges between
communities of different types of vertices.

As the first step for generalizing the definition of modularity, this paper
proposes a new definition of modularity for bipartite networks, which we call
bipartite modularity. As far as the author knows, this is the first attempt for
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Fig. 1. Example of Bipartite Network

generalizing the definition of modularity for bipartite networks. Experimental re-
sults using artificial network data show that our bipartite modularity can clearly
detect the existence of community structures of bipartite networks rather than
original modularity. Another experiments using real network data show that
bipartite modularity is useful also for characterizing each community.

The structure of this paper is as follows: related works about modularity and
bipartite networks are reviewed in Section 2. Definition of our new modularity
for bipartite networks is shown in Section 3. Experiments using artificial and
real network data are shown in Section 4, followed by conclusion in Section 5.

2 Related Work

In this section, the definition of Newman’s modularity [9] is reviewed as the basis
of the following discussion. Research on bipartite networks are also described.

2.1 Modularity

Modularity is a quantitative measurement for the quality of a particular division
of a network. Let us consider a particular division of a network into k& commu-
nities. Let us suppose M is the number of edges in a network, V is a set of
all vertices in the network, and V; and V;,, are the communities. A(4,7) is an
adjacency matrix of the network whose (7, j) element is equal to 1 if there is an
edge between vertices i and j, and is equal to 0 otherwise. Then we can define
eim, the fraction of all edges in the network that connect vertices in community
[ to vertices in community m:

Clm = 2]1\4 >3 AL )
i€V jEVm

We further define a k x k symmetric matrix £ composed of e;; as its (i, )
element, and its row sums a;:

1
a; = Zeij = oM Z ZA(Z"J')
J i€V eV

In a network in which edges fall between vertices without regard for the com-
munities they belong to, we would have e;; = a;a;. Therefore modularity is
defined as follows:
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Q= Z(ez‘i —a;)

Modularity measures the fraction of the edges in the network that connect ver-
tices within the same community minus the expected value of the same quantity
in a network with the same community divisions but random connection between
vertices. If the number of edges inside communities is no better than random,
we will get @ = 0. Values approaching the maximum (@ = 1) indicate strong
community structures.

There are many related work regarding modularity. Clauset [3] proposes fast
modularity algorithm for efficient search for division of high modularity. New-
man [I0] propose a spectral algorithm for improving the quality of community
division. Wakita [I3] and Blondel [2] attempt the division of large-scale networks.
Danon [4] performs comparison of several network division methods. Fortunato
[6] clarifies resolution limits of modularity-based network division methods.

2.2 Research on Bipartite Networks

Although most of the research for social networks focus on homogeneous net-
works, the following research focus on bipartite networks.

Neighborhood Formation. Sun [11] proposes algorithms for computing the
neighborhood of the nodes of bipartite networks using random walk with
restarts and network partitioning. Algorithms for identifying abnormal nodes
are also proposed, and their effectiveness and efficiency are confirmed by the
experiments on several real datasets.

Co-ranking. Zhou [15] proposes a framework for co-ranking authors and doc-
uments in heterogeneous networks. The framework is based on coupling two
random walks that separately rank authors and documents. As the result of
the coupling, both document ranking and author ranking are improved since
both ranking depend on each other in a mutually reinforcing way.

Projection. Zhou [16] proposes a method for projecting bipartite networks to
weighted homogeneous networks. Bipartite networks are regarded as resource
allocation processes between X-vertices and Y-vertices. Initially assigned
weights on X-vertices are propagated to Y-vertices and then back to X-
vertices in order to obtain weighted homogeneous networks.

Community variance. Murata [8] proposes a criterion for evaluating corre-
spondence between communities of two types of vertices. Although the cri-
terion (community variance) is useful for clarifying structural properties of
communities, it has no relation with modularity.

Although the goals of these research are different from ours, these research put
stress on the importance of processing bipartite networks appropriately. Our
goal in this paper is to propose new criterion for evaluating division of bipartite
networks.
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Fig. 2. Projection of Bipartite Network

3 Bipartite Modularity

3.1 Bipartite Networks

In general, social networks can be divided into the following categories: 1) di-
rect connection between persons (such as MySpace or Twitter) and 2) indirect
connection through different types of entities (such as film co-starring or paper
co-authoring). We call the former “homogeneous networks”, and the latter “het-
erogeneous networks”. There are bipartite, tripartite and n-partite networks as
the examples of heterogeneous networks. As the first step for processing het-
erogeneous networks, we focus on bipartite networks composed of two types of
vertices. Zhou [I6] claims that there are two types of bipartite networks: col-
laboration network and opinion network. The former is generally defined as a
network of users connected by common collaboration acts. The latter is defined
as a network of users connected by common objects.

As a naive approach for transforming bipartite networks into homogeneous
networks, projection is often used. Suppose a bipartite network is composed of
X-vertices {zo, 21, ...} and Y-vertices {yo,y1, ...}, and y; is connected to both x;
and xj. Projection is a transformation of such z; —y; — ;) connection into z; —xy,
connection so that a network composed of only X-vertices is obtained. However,
projection loses information about the correspondence between X-vertices and
Y-vertices, which is often quite valuable.

3.2 Bipartite Modularity

In the case of community division of bipartite networks, finding the correspon-
dence between communities of different types of vertices is often important. Let
us suppose that communities of papers and communities of authors are discov-
ered from a paper-author network. If there is one-to-one correspondence between
a paper community and an author community, it shows that the topics of the
papers attract only limited authors (Figure B]). On the other hand, if there is
one-to-many correspondence between a paper community and author communi-
ties, it shows that the topics of the papers attract several communities of authors
(Figure @).

In order to evaluate the division of such bipartite networks, we define modu-
larity for bipartite network, which we call bipartite modularity. Bipartite mod-
ularity is for measuring the degree of correspondence between communities of
different types of vertices.
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Fig. 4. One-to-many Correspondence between Communities

Fig. 5. Communities in a Bipartite Network

Newman’s modularity is not appropriate for evaluating community divisions
of bipartite networks. Let us suppose that a bipartite network composed of X-
vertices and Y-vertices is given, and both X-vertex communities and Y-vertex
communities are specified. Since bipartite network does not have any direct
edge between X-vertices (and between Y-vertices), e; = 0 for all X-vertex (Y-
vertex) communities V;, and modularity for community division is quite low. For
example, modularity of the community division of the bipartite network shown
in Figure [ is -0.14.

Our definition of bipartite modularity is as follows. Let us suppose that M is
the number of edges in a bipartite network, and V' is a set of all vertices in the
bipartite network. Consider a particular division of the bipartite network into
X-vertex communities and Y-vertex communities, and the numbers of the com-
munities are L™ and L, respectively. VT and V ~ are the sets of the communities
of X-vertices and Y-vertices, and V;* and V,,,; are the individual communities
that belong to the sets (V* = {Vi", .. V.. }, V= ={V;,..,V,_}). A(i,j) is an
adjacency matrix of the network whose (7, ) element is equal to 1 if vertices i
and j are connected, and is equal to 0 otherwise.

Under the condition that the vertices of V; and V,,, are different types (which
means (V, e VT AV, e V)V (V, € VT AV, € VT)), we can define e, (the
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fraction of all edges that connect vertices in V; to vertices in V;,,) and a; (its row
sums) just the same as those in section 211

= gy S D AG])

1€V, JEVm

1 .
ai:Zeij: QMZZA(%J)

i€V, jeVv

As in the case of homogeneous networks, if edge connections are made at random,
we would have e;; = a;a;. Bipartite modularity @ p is defined as follows:

OB = Z(eij —aja;), j = argmax(e)
k

%

As shown in section 2] original modularity measures the fraction of the
edges in the network that connect vertices within the same community minus
the expected value of the same quantity in a network with the same community
divisions but random connection between vertices. Bipartite modularity mea-
sures the fraction of the edges in the bipartite network that connect vertices of
the corresponding X-vertex communities and Y-vertex communities minus the
expected value of the same quantity with random connections between X-vertices
and Y-vertices. If given network is not bipartite, you can see that Q@ = @Q, which
means that bipartite modularity is a straightforward generalization of original
modularity.

If the connection between X-vertices and Y-vertices is no better than random,
we will get @p = 0. High @p value indicates strong community structure in a
bipartite network. Bipartite modularity of the network shown in Figure [ is
0.66. If you take a closer look at the expression of @p, you will find that the
value is the sum of bipartite modularities of different directions (V* — V~ and
V= —= V7T). Qp can be divided as follows:

Qpx = Z (eij — aia;), j = argmax(ei)
iev+ kev=

QpF = Z (eij — aia;), j = argmax(e;)
iev- kevs

@ =W+ + QBT

@p+ is the bipartite modularity for V* — V'~ direction, and Qp+ is the
bipartite modularity for V= — V7 direction. In the example shown in Figure[F]
@R+ = 0.41 and Qg+ = 0.25, which means that downward connections are
relatively focused rather than upward connections in the figure.

The matrix E composed of e;; as its (¢, j) element is represented as follows if
rows and columns are reordered appropriately.
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0 0 €1,L++1 --- €1,L+4+L-

0 0 €L+ L441 -+ CL+ L++L-
€rt++1,1 -+ €Lt41 L+ 0 0
€r+4+L-1--- €L+4+L— L+ 0 0

The upper right quarter of the matrix (Eyg) corresponds to @p+, and the
lower left quarter of the matrix (Err) corresponds to @Qps. Since E is a sym-
metric matrix, it is clear that EER = Frr. But @+ # @p+ in general. This

is because a set of (i,7) under the condition that i € V', j = argmax(e;;) is
kev -
different from a set of (4, j) under the condition that i € V', j = argmax(e;).
kev+
When two upper-left communities in Figure [l are merged, Qg increases to

0.67. But if all upper communities are merged into one community, () 5 decrease
to 0.35. By maximizing bipartite modularity, unobvious community structure
will be obtained from bipartite networks.

4 Experiments

4.1 Artificial Four-Community Networks

In order to clarify the properties of our bipartite modularity, modularity and
bipartite modularity are compared in the following experiments. Networks with
known community structure are used to see whether our bipartite modularity
has abilities of detecting the structure.

We have generated many networks with 128 vertices, divided into four com-
munities of 32 vertices each. Edges are placed independently at random with
probability p;, for an edge to fall between vertices in the same community and
Pout to fall between vertices in different communities. Such artificial network
data are used by Newman [J] and Danon [4]. Figure [f illustrates an example
of the networks. Figure [ shows the average values of modularity and bipartite
modularity of 100 artificial networks.

You can see from the figure that modularity and bipartite modularity are the
same for networks of high p;,. This is obvious from the definition of bipartite
modularity. For the networks with high p;,, diagonal elements of matrix E are
the biggest among the all elements in the same row (Vj e; > e;;). Therefore
j = argmax(e;x) =i and Qp = Q.

k

For networks of smaller p;,, (pin < Pout), diagonal elements of matrix E are
not the biggest (35 e;; < e;;) and their modularities are below zero. On the
other hand, bipartite modularities of the networks are positive because j =
argmax(e;r) is set to the community that is densely connected with community i.

k

The above networks are not bipartite because four communities are connected
to each other. For the next experiment, we have generated bipartite networks
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Fig. 6. Network with Four Communities
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Fig. 7. Modularity and Bipartite Modularity of Four-community Networks

Fig. 8. Bipartite Network with Four Communities

with 128 vertices, divided into four communities of 32 vertices each. Edges are
placed independently at random with probability p;, for an edge to fall between
vertices in the same community, psqme to fall between vertices in the communities
of same type of vertices, and pgif 1 paiss2to fall between vertices in the commu-
nities of different types of vertices. Suppose there are two communities for each
type of vertices. p;, and psqme are set to zero because there are no edges between
vertices of the same type in bipartite networks. Figure[Slillustrates an example of
such networks. Networks with various pg;fs1 and pa;rse are generated and their
modularity and bipartite modularity are calculated. Figure @ shows the average
values of modularity and bipartite modularity of 100 artificial bipartite networks.

Figure @ shows that original modularity is not appropriate for bipartite net-
works because there is no edge between vertices of the same type. Bipartite
modularity is effective for detecting the existence of community structures for
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Fig. 9. Modularity and Bipartite Modularity for Bipartite Networks

bipartite networks, and it also shows the degree of correspondence between com-
munities of different types of vertices. In the case of networks with pg;rr1 = 1.0
or pgirr2 = 1.0, there are complete one-to-one correspondence between commu-
nities of different types of vertices, and the values of bipartite modularity are
the highest.

4.2 Real Online Social Networks

Bipartite modularity described above is applied also for real-world networks. We
have generated heterogeneous social networks composed of users and boards from
the data of Yahoo! Chiebukuro (Japanese Yahoo! Answers, http://chiebukuro.
yahoo.co.jp). The site is one of the most popular question-answering forums in
Japan. The network of Yahoo! Chiebukuro is summarized in Table Il From the
heterogeneous networks, user communities and board communities are discov-
ered by 1) projecting the heterogeneous networks into homogeneous ones (user
networks and board networks), and 2) applying Clauset’s fast modularity algo-
rithm [3] for finding community divisions of high modularities. Details of the
discovery method is described in [8]. Both user communities and board commu-
nities are extracted from the network data. Bipartite modularity and original
modularity of the division are as follows. Modularity (@) and bipartite modular-
ity (@p) of the network are -0.1021 and 0.2919, respectively. This shows that the

Table 1. Statistics of the Network of Yahoo! Chiebukuro

number of vertices 6,309,737

number of edges 357,834
average degree 0.1134
clustering coefficient 0

average path length 7.7587
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Fig. 10. Bipartite Modularities and the Sizes of Discovered Communities

community division is not good in the sense of homogeneous network division,
but it is not bad in the sense of bipartite network division.

Bipartite modularity is for evaluating the whole division of a bipartite network
into communities. In addition to that, bipartite modularity of each community
(@B,) can be used for measuring the degree of “close-knitness” to the commu-
nities of the other type of vertices. Figure [I0] shows a distribution of bipartite
modularity @ p, (X-axis) and the sizes (Y-axis) of discovered communities. Com-
munities of upper half of the figure (more than 15,000 vertices) are board com-
munities. Their bipartite modularities are high except the one located at middle
left position. This community is like the one in Figure @ the main topics of
the community (such as “entertainment and hobby” and “health and fashion”)
attract many users and thus its bipartite modularity is low. On the other hand,
other communities of high bipartite modularity are relatively focused (such as
“child care”, “mental health”, and “cars”), like the one in Figure Bl

This paper focus on the criterion for evaluating given community division for
bipartite networks. Finding the best community division is NP-complete [7]. In
the case of homogeneous networks, many approaches are proposed for finding
appropriate division with the smallest computational cost possible by modularity
optimization. Bipartite modularity can be used in the same manner for finding
and evaluating division of bipartite networks.

Biclustering algorithms [7][12][5] also aim at finding division of incident ma-
trices. These algorithms are mainly for the purpose of bioinformatics and doc-
ument clustering, and the size of the incident matrices are at most thousands
times tens of thousands. One of the weakness of these algorithms is that most of
these algorithms do not scale to large networks. Finding community division of
high bipartite modularity from given large-scale networks is another challenging
research topic, which is left for our future work.

5 Conclusion

This paper proposes a new criterion for community division of bipartite net-
works. As far as the author knows, this is the first attempt for generalizing the
definition of modularity for bipartite networks. Bipartite modularity is a straight-
forward generalization of Newman’s modularity. Experimental results show that
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our bipartite modularity is appropriate for detecting the existence of commu-
nity structures from bipartite networks. In addition to that, bipartite modularity
for each community is the degree of correspondence to the communities of the
other type of vertices, which can be used for analyzing the characteristics of the
community.

Bipartite modularity proposed in this paper is the first step for intelligent
processing of heterogeneous networks in the Web. There are several bipartite,
tripartite, and n-partite networks in the Web. Social tagging systems can be
represented as tripartite networks composed of three types of vertices (users,
URLs and tags). Discovering and evaluating communities of such heterogeneous
networks is one of the important and challenging topics of Web mining.

References

1. Adamic, L.A., Zhang, J., Bakshy, E., Ackerman, M.S.: Knowledge Sharing and
Yahoo Answers: Everyone Knows Something. In: Proceedings of the 17th Interna-
tional World Wide Web Conference, pp. 665674 (2008)

2. Blondel, V.D., Guillaume, J.-L., Lambiotte, R., Lefebvre, E.: Fast Unfolding of
Community Hierarchies in Large Networks, 1-6 (2008) arXiv:0803.0476v1

3. Clauset, A., Newman, M.E.J., Moore, C.: Finding Community Structure in Very
Large Networks. Physical Review E 70, 066111, 1-6 (2004)

4. Danon, L., Diaz-Guiler, A., Duch, J., Arenas, A.: Comparing Community Structure
Identification. Journal of Statistical Mechanics, P09008, 1-10 (2005)

5. Dhillon, L.S.: Co-clustering Documents and Words using Bipartite Spectral Graph
Partitioning. In: Proceedings of the Seventh ACM SIGKDD International Confer-
ence on Knowledge Discovery and Data Mining, pp. 269-274 (2001)

6. Fortunato, S., Barthelemy, M.: Resolution Limit in Community Detection. Pro-
ceedings of the National Academy of Sciences of the United States of Amer-
ica 104(1), 36-41 (2007)

7. Madeira, S.C., Oliveira, A.L.: Biclustering Algorithms for Biological Data Analysis:
A Survey. IEEE/ACM Transactions on Computational Biology and Bioinformat-
ics 1(1), 24-45 (2004)

8. Murata, T., Ikeya, T.: Analysis of Online Question-Answering Forums as Het-
erogeneous Networks. In: Proceedings of the Second International Conference on
Weblogs and Social Media, pp. 210-211 (2008)

9. Newman, M.E.J., Girvan, M.: Finding and Evaluating Community Structure in
Networks. Physical Review E 69, 026113, 1-15 (2004)

10. Newman, M.E.J.: Modularity and Community Structure in Networks. Proceedings
of the National Academy of Sciences of the United States of America 103, 8577—
8582 (2006)

11. Sun, J., Qu, H., Chakrabarti, D., Faloutsos, C.: Neighborhood Formation and
Anomaly Detection in Bipartite Graphs. In: Proceedings of the Fifth IEEE In-
ternational Conference on Data Mining, pp. 418-425 (2005)

12. Tanay, A., Sharan, R., Shamir, R.: Discovering Statistically Significant Biclusters
in Gene Expression Data. Bioinformatics 18 (suppl.1), S136-S144 (2002)

13. Wakita, K., Tsurumi, T.: Finding Community Structure in Mega-scale Social Net-
works. In: Proceedings of the 16th International World Wide Web Conference, pp.
1275-1276 (2007)



1022 T. Murata

14. Xi, W., Zhang, B., Chen, Z., Lu, Y., Yan, S., Ma, W.-Y., Fox, E.A.: Link Fusion:

15.

16.

A Unified Link Analysis Framework for Multi-Type Interrelated Data Objects. In:
Proceedings of the 13th World Wide Web Conference, pp. 319-327 (2004)

Zhou, D., Orchanskiy, S.A., Zha, H., Giles, C.L.: Co-Ranking Authors and Docu-
ments in a Heterogeneous Network. In: Proceedings of the Seventh IEEE Interna-
tional Conference on Data Mining, pp. 739-744 (2007)

Zhou, T., Ren, J., Medo, M., Zhang, Y.-C.: Bipartite network projection and per-
sonal recommendation. Physical Review E 76, 046115, 1-7 (2007)



	Community Division of Heterogeneous Networks
	Introduction
	Related Work
	Modularity
	Research on Bipartite Networks

	Bipartite Modularity
	Bipartite Networks
	Bipartite Modularity

	Experiments
	Artificial Four-Community Networks
	Real Online Social Networks

	Conclusion
	References



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated v2 300% \050ECI\051)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /Warning
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /Warning
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 600
  /MonoImageMinResolutionPolicy /Warning
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c006500720020003700200061006e006400200038002e000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006f006e006c0069006e0065002e000d0028006300290020003200300030003800200053007000720069006e006700650072002d005600650072006c0061006700200047006d006200480020000d000d0054006800650020006c00610074006500730074002000760065007200730069006f006e002000630061006e00200062006500200064006f0077006e006c006f006100640065006400200061007400200068007400740070003a002f002f00700072006f00640075006300740069006f006e002e0073007000720069006e006700650072002e0063006f006d000d0054006800650072006500200079006f0075002000630061006e00200061006c0073006f002000660069006e0064002000610020007300750069007400610062006c006500200045006e0066006f0063007500730020005000440046002000500072006f00660069006c006500200066006f0072002000500069007400530074006f0070002000500072006f00660065007300730069006f006e0061006c0020003600200061006e0064002000500069007400530074006f007000200053006500720076006500720020003300200066006f007200200070007200650066006c00690067006800740069006e006700200079006f007500720020005000440046002000660069006c006500730020006200650066006f007200650020006a006f00620020007300750062006d0069007300730069006f006e002e>
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.276 841.890]
>> setpagedevice




