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Jǐŕı Wiedermann1 and Lukáš Petr̊u2
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Abstract. A computational model of molecularly communicating
mobile nanomachines is defined. Nanomachines are modeled by a vari-
ant of finite-state automata—so-called timed probabilistic automata—
augmented by a severely restricted communication mechanism captur-
ing the main features of molecular communication. We show that for
molecular communication among such motile machines an asynchronous
stochastic protocol originally designed for wireless (radio) communica-
tion in so-called amorphous computers with static computational units
can also be used. We design an algorithm that using the previous pro-
tocol, randomness and timing delays selects with a high probability a
leader from among sets of anonymous candidates. This enables a proba-
bilistic simulation of one of the simplest known model of a programmable
computer—so-called counter automaton—proving that networks of mo-
bile nanomachines possess universal computing power.

Keywords: molecular communication; nanomachines; timed probabilis-
tic automata; communication protocol; universal computing.

1 Introduction

Nanomachines are molecular cell-sized artificial devices or engineered organ-
isms produced by self-assembly or self-replication, capable of performing simple
tasks such as actuation and sensing (cf. [4]). Construction of various nanoma-
chines seems to be entirely within reach of current nano- and bio-technologies
(cf. [3]). Once constructed and endowed with a certain sensor and actuating
abilities communication among nanomachines becomes an important problem.
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Corresponding molecular mechanism design presents a great challenge for nano-
technology, bio-technology, and computer science. In molecular biology there is
an explosively growing field dealing with molecular communication. Here, the
respective research is interested almost exclusively in the (bio)chemical aspects
of existing communication mechanisms in living systems. It seems that almost
no attention has been paid to the algorithmic aspects of the respective com-
munication process. Communication at a nanoscale substantially differs from
communication scenarios and frameworks known from classical distributed sys-
tems. Key features of traditional versus molecular communication have been
neatly summarized in [4]. In molecular communication, the communication car-
rier is a molecule; chemical signals are extremely slowly propagated by diffusion
in an aqueous environment with low energy consumption. In general, it is not
necessary that the signal will reach all targets: a majority will do. This is to
be compared with traditional communication via electromagnetic waves where
electronic or optical signals are propagated at light speed with high energy costs
in an airborne medium and message delivery to all targets is required.

In what follows we will concentrate onto a scenario in which nanomachines
form an autonomous system operating in a closed liquid environment without
external control (a similar scenario is also considered in [4]). The system consists
of a finite number of nanomachines freely “floating” in their environment that
interact via molecular communication creating thus a kind of ad-hoc network.
We assume that there is a sufficient number of nanomachines such that within
the “communication radius” (to be explained later) of each machine there are
other nanomachines available. Within the communication process the authors of
[4] have identified following steps: encoding of information onto the information
molecules, sending of the carrier/information molecules into the environment,
propagation of the carrier/information molecules through the environment, re-
ceiving of the carrier/information molecules, and decoding of the information
represented by the received information molecules into reaction at a receiver. In
addition, recycling of carrier/information molecules may be necessary to avoid
accumulation at a receiver.

This seems to be a reasonable sequencing of communication subtasks, but
from an algorithmic viewpoint several questions immediately arise. What pro-
tocol is used for molecular communication? What happens if there are more
nanomachines communicating concurrently? Would it be necessary to synchro-
nize them so that one would act as a sender and the other as a receiver? How
does the sending machine learn that a target machine has received its signal? If
we allow a finite number of different signals (types of molecules) by which the
machines can communicate, what happens if a machine having several receptors
detects different signals at different receptors at the same time? What happens
when a (would be) receiving machine is engaged in sending a signal? What are
the computational limits of the underlying system?

It is the purpose of the present paper to answer such questions. In order to do
so three things are needed: (i) a more detailed algorithmic (computational) model
of a nanomachine, (ii) a communication protocol, i.e., an algorithm controlling
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the communication behavior of each nanomachine, and (iii) a simulation proce-
dure showing the relation of networks of communicating nanomachines to a stan-
dard (classical) model of computations whose computational power is known.

The contribution of the paper corresponds to the latter mentioned three items.
First, the paper defines a new model of communicating nanomachines based on
probabilistic timed finite state automata. This seems to be a novel application
of such types of automata. The size of the resulting network of nanomachines is
scalable even though the number of states of each nanomachine remains fixed
(i.e., independent of the number of communicating machines). The most impor-
tant feature of our nanomachine model is its part respecting the limitations of
molecular communication. The communication mechanism works with the min-
imal functionalities available at the molecular level: a finite number of states,
randomness, asynchronicity, anonymity of nanomachines, and one-way commu-
nication without a possibility of signal reception acknowledgement. Second, the
paper shows that for basic communication among the mobile nanomachines a
protocol originally designed for wireless radio communication in the case of so-
called amorphous computers with the static computational units can be used.
This points to the robustness of the respective protocol that is used in a com-
pletely different communication medium and for mobile, rather than static com-
municating units. Last but not least, we show that nanomachines captured by
our modelling are able to perform whatever kind of computation—they possess
universal computational power.

The structure of this extended abstract also mirrors the previous three items.
In Section 2 the nanomachine computational model is introduced and in Sec-
tion 3 it is shown that wireless communication protocol designed in [7] can be
also used for the case of molecular communication. In Section 4 a simulation of
a very simple model of universal computer—so-called counter automaton—by
nanomachines is shown.

The full version of the paper is available as a technical report [8].

2 Nanomachine Computational Model

From computational point of view we will see each nanomachine as a timed
probabilistic finite-state automaton. In essence this is a finite state automaton
augmented with quantitative information regarding the likelihood that transi-
tions occur and the time at which they do so. Timing is controlled by a finite set
of real valued clocks. The clocks can be reset to 0 (independently of each other)
with the transitions of the automaton, and keep track of the time elapsed since
the last reset. The transitions of the automaton put certain constraints on the
clocks values: a transition may be taken only if the current values of the clocks
satisfy the associated constraints (cf. [2], [5]).

A biomolecular realization of a probabilistic automaton has been described
in [1]. As far as timing mechanisms of biological automata are concerned, in
biology there is a vast body of research dealing with biological oscillators and
clocks controlling various biological processes in living bodies and it is quite
plausible that such mechanisms could also be considered in nanosystems.
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Our version of probabilistic timed automaton will in fact be a probabilistic
timed transducer (Mealy automaton) having a finite number of input ports (re-
ceptors) and output ports (emitters). The signal molecules will be represented
by elements of automaton’s finite working alphabet. The conditions under which
the nanomachines can communicate are designed so as to make the underlying
molecular mechanism as simple as possible while capturing the constraints im-
posed on molecular communication:

1. Each automaton is able to work in two modes: in the receiving mode, reading
(in parallel) the symbols (molecules) from its input ports, and in the sending
mode, writing the same symbols to its output ports. A read operation is suc-
cessful if and only if all symbols at all input ports are identical. Otherwise,
when the symbols at the input ports differ, a so-called communication colli-
sion occurs: the read operation fails and the symbols are released from the
input ports. Except of communication ports, a nanomachine can also have
receptors detecting other than signaling molecule stimuli, and other actua-
tors doing some job corresponding to the purpose to which the nanomachine
has been designed.

2. In the sending mode, an automaton releases signal molecules of the same
kind through all its output ports; these molecules diffuse in the environment
and eventually can reach the input ports of an automaton in a receiving
mode.

3. After a certain time, signal molecules disintegrate into other molecules which
are not interpreted by the automata as signal molecules. In their life time,
signal molecules can travel, by diffusion, in average a certain maximal dis-
tance called communication radius.

4. The automata work asynchronously — there is no global clock in the system.
The actions of each automaton are governed by automaton’s local clock. The
local clocks in the automata are not synchronized, however, they all “tick”
(roughly) at the same rate since they all are realized by the same biochemical
oscillators. A slight variation (that in practice may also be caused, e.g., by
temperature variations) in the clock rate does not harm our purposes.

5. The automata have no identifiers, i.e., for communication purposes all senders
and receivers “look the same”.

6. The automata are equipped by a finite set of timers (clocks) that are as-
signed to certain transitions. These timed transitions work as described in
the beginning of the section.

Note that the previous conditions are quite restrictive. Condition 1 means that
an automaton cannot simultaneously be in a sending and receiving mode; a
signalling molecule reaching an input port of an automaton in a sending mode
will not be detected by that automaton by that time. Condition 2 essentially
says that if a broadcast from one automaton is “jammed” by a broadcast of
an other automaton broadcasting different signal, then the receiving automaton
does not accept any signal. Condition 3 ensures that signal molecules cannot
“roam” for ever in the environment and that current signals eventually prevail
over the old ones in the communication radii of the automata. Condition 4 says
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that we cannot count on automata switching their sending and receiving modes
synchronously. Also note that our automata can move in their environment,
either passively, due to the external forces (e.g., in a bloodstream), or actively,
like some bacteria. This by itself, but the more so in conjunction with condition
5, prevents whatever kind of “acknowledgements” of received messages. Last
but not least, observe that making use of a finite number of states (independent
of the number of communicating automata) does not allow “storing” automata
“addresses” (names) in automaton’s states since the number of such addresses
grow unboundedly with the number of nanomachines.

A multiset of communicating identical nanomachines is called a nanonet.

3 Communication Protocol

Thanks to a similarity between the computational model of “static” amorphous
computer from [7] and the present model a similar communication protocol as
in the latter case applies. In order to enable an algorithmic insight into the
functionality of the protocol we briefly describe the necessary background.

Consider the so-called communication graph G of a given nanonet whose
nodes are nanomachines (automata) and edges connect those automata which
are within the communication radius of each other. The size of G will be mea-
sured in the number n of its nodes. Obviously, the topology of G depends on time
since in general our automata move. In order to enable communication among
all (or at least: a majority of) available automata in a nanonet most of the time
G must have certain desirable properties. What we need are connected graphs
with small diameter and a reasonable node degree. The most important prop-
erty of G is its connectivity: connectivity is a necessary condition in order to be
able to harness all processors. Graph diameter D = D(n) bounds the length of
the longest communication path. Finally, the node degree Q (i.e., the maximal
neighborhood size of a node) determines the collision probability of signals.

In order to our communication algorithms work in the way we assume we will
consider the families of so-called well-behaved nanonets. For any n, these are the
nanonets whose underlying computational graph of size n stays connected and
whose diameter and maximal neighborhood size stay bounded by D = D(n) and
a constant Q, respectively, all the time.

The requirements put on the well-behaved nanonets are quite strong and one
can hardly imagine that in “practice” they will be fulfilled, indeed. Nevertheless,
the invariance of these properties is needed in order to be able to analyze the
correctness and efficiency of the communication primitives we will deal with in a
sequel. After presenting these primitives we will see that they are sufficiently “ro-
bust” in order to operate correctly and with a similar efficiency also in instances
of nanonets that occasionally, for short time, deviate from their well-behaved
properties.

Protocol Send. For delivering a signal s from a node X to any node Y in its
communication neighborhood with a given probability ε > 0 of failure a wireless
Protocol Send designed in [7] is used.
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The idea is for each node to broadcast sporadically, minimizing thus a com-
munication collision probability in one node’s neighborhood. This is realized as
follows. Let T be time to transfer a signal between any two neighbors at the com-
munication radius distance. Each node has a timer measuring timeslots (intervals)
of length 2T. During its own timeslot, each node is allowed either to listen till the
end of its timeslot, or to send a signal at the very beginning of its timeslot and
then listen till the end of this timeslot. At the start of each timeslot a node sends s
with probability p = 1/(Q + 1) and this is repeated for k = O(Q log(1/ε)) subse-
quent timeslots. The probability of a node sending s is controlled by the transition
probability of the respective probabilistic automaton.

Assuming that all nodes send their signals asynchronously according to Pro-
tocol Send, in [7] it is shown that s will be received by Y in time O(Q log(1/ε))
with probability at least 1 − ε.

In order to allow the sending automaton to send s k = k(ε) times in a row as
required by the protocol its timer must be set to the interval ≈ kT. Note that
this is the time for which a node must be in the sending mode.

Algorithm Broadcast. In order to send a signal from a node to any other node
of a nanonet which is not in the communication radius of the sending node the
idea of flooding the network by that signal is used.

The main idea of Algorithm Broadcast is to use every node reached by a given
signal s as a “retranslation station” that distributes s using Protocol Send further
through the network. After retransmitting s each node stops retransmitting s
— it locks itself with respect to s. However, any signal different from s is again
retransmitted and afterwards the node locks itself again with respect to that
last signal, etc. Thus, a locked node remains in the receiving mode until it gets
unlocked by a different signal.

Again, in [7] is is shown that given any ε : 0 < ε < 1, Algorithm Broadcast
delivers s to each node of N that has not been locked with respect to s in time
O(DQ log(n/ε)) and with probability 1 − ε. Afterwards, all nodes in N will be
in a locked state with respect to s.

In order to achieve the failure probability ε of the broadcasting algorithm
Protocol Send must be performed with error probability ε/n. This calls for re-
peating each send operation in a node k = O(Q log(n/ε)) times—i.e., this time
k should grow not only with a decreasing ε, but also with increasing size of the
nanonet. Similarly as in the case of Protocol Send, the respective timer is realized
by means of the timing mechanism of the underlying automata.

Now it is time to return to the problem of non well-behaved nanonets. From
the description of the communication protocol it is seen that occasional short-
time connectivity “interruptions” could not harm the communication as long as
constant k controlling the repeated sending trials is set high enough to overcome
the interruption periods. A sufficiently high value of k will also help to overcome
differences and drifts in the clock rates of the individual nodes, the switching
times between sending and receiving modes, and occasional local increase of
maximal neighborhood size which can block efficient communication. Finally,
a generous estimate of the nanonet diameter (which is always bounded by n)
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that is in fact determined by the shape of the closed environment in which the
nanomachines operate will help to overcome the time variations of instantaneous
nanonet diameter.

4 Distributed Computing through Nanomachines

Let us assume that each nanomachine gets its “own” input from the domain
{0, 1} through its sensors; this input can be used in the subsequent “collective”
data processing. If outputs from the nanomachines are also restricted to the
domain {0, 1} then the respective nanonet can be seen as a device computing
functions with their inputs and outputs represented in unary. Further assume
that within the net there is a distinguished nanomachine called the base. In the
full version of the paper [8] it is shown that under this scenario a nanonet can
simulate a very simple model of a universal (i.e., programmable) machine called
counter machine (cf. [6]), with high probability. A counter machine computes
with the help of a finite number of so-called counters. These counters represent
any positive integer number and the only allowable operation over counters is
their testing for zero, and adding or subtracting a one (the later operations can
only be used for counters representing a positive number).

In a simulating nanonet each counter storing a number n ≥ 0 is represented by
a set of nanomachines of cardinality exactly n whose states belong to a specific
subset of states. To simplify matters, assume that all machines in a counter
are in the same state, q, let us say. Testing such a counter for zero is easy:
using Algorithm Broadcast the base station issues a “query” whether there is
a nanomachine in state q. Using the same algorithm each machine in state q
sends the answer “yes” which eventually, in time that can be computed from the
estimates given in Section 3, will reach the base station. If no answer arrives in
the given time, than the counter is zero.

In order to add a one to a counter represented by a set S of nanomachines in
state q we must select a single machine that is not in state q to be added to S by
changing the state of that nanomachine to q. To subtract a one from a counter
represented by S we must select a single machine in S and change its state to
a state different from q. In both cases, a single machine has to be selected from
a set of machines. This operation is called leader selection. The leader of a set
of nanonmachines is a single nanomachine which originally has belonged to that
set but subsequently is put into a distinguished state that is different from the
states of all other nanomachines in that set.

The algorithm for leader selection from among the candidate set of nanoma-
chines works in rounds. The idea of the algorithm is as follows. Using their
probabilistic mechanism, in each round the nanomachines from the candidate
set throw a random coin giving output 0 or 1. If this will split the set of can-
didate machines into two non-empty subsets we proceed recursively with either
subset. Otherwise we choose the non-empty set which with a high probability is
a singleton set—the leader. The instructions “what to do” are sent by the base
station using Algorithm Broadcast. For the details and complexity analysis, see
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the full paper [8]. The resulting simulation algorithm is unbelievably cumber-
some since all the computation is performed in a unary counting system and the
operations have to be repeated many times in order to reach a prescribed level
of reliability. In [8] the following theorem is shown:

Theorem 1. Let M be a counter machine with input of size n operating with a
constant number of registers of size O(n) in time p(n). Then for any ε : 0 < ε < 1
there exist constants c1 > 0 and c2 > 0 and a nanonet N consisting of O(n)
nanomachines using Protocol Send with failure probability ε such that N simu-
lates M for inputs of size at most n in expected time O(DQp(n) log n log(n/ε))
with probability of failure bounded by max{1, c2p(n)(ε log n + (ε/n)c1)}.
Thus, the theorem claims that a nanonet of a fixed size can correctly, with a
high probability, simulate any computation over inputs up to a certain size. For
larger inputs a larger nanonet must be used. Most probably, in practice nobody
would consider performing a universal computation by nanonets. Nevertheless,
our result shows that in principle a nanonet can perform whatever algorithmic (or
nano-robotic, if the machines embodiment is considered) task arising in practical
applications.
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